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Introduction

Steganography is the practice of hiding secret messages (hiddentext) within everyday, seemingly innocuous objects (covertext) to produce a stegotext.  The recipient of a stegotext can use his knowledge of the particular method of steganography employed to recover the hiddentext from the stegotext.  The goal of steganography is to allow parties to converse covertly in such a way that an attacker cannot tell whether or not there is hidden meaning to their conversation.  This sets steganography apart from cryptography which, although providing for private communication, can arouse suspicion based solely on the fact that it is being used.

Modern steganography was characterized by G J Simmons when he stated the problem in terms of prisoners attempting to communicate covertly in the presence of a warden.  Alice and Bob, prisoners, are allowed to communicate, but their channel is through the warden, Ward.  Alice wishes to pass secret messages to Bob in such a way that Ward can determine neither the contents of the secret messages, nor even that secret messages are being passed.

In modern times, this problem can be observed in national intelligence agencies attempting to detect public yet covert communication between terrorists, or communication between citizens in oppressive states which have outlawed cryptography.
Naïve Steganography

A common application of steganography is to insert a hidden image within a cover image.  Least-significant bit masking is a simple steganographic technique based on the idea of modifying only the least significant portions of the cover image while inserting the most significant portions of the hidden image.  The least significant n bits of each pixel in each plane of the cover image are replaced with the most significant n bits of the hidden image.
Least-significant bit masking works well when the warden is the human eye and n is not too large, but it is easily detectible by statistical analyses of the stegotext.  One of the faults of least significant bit masking as described is that the ratio of bits of stegotext to hidden text is too high.  Presuming 8 bit planes (one plane each of red, green, and blue intensities) there will be n bits of hidden text per 8 bits of stegotext.  The ratio is high enough that the hidden text will significantly affect the statistics of the stegotext.
Provably Secure Steganography


Hopper, Langford, and Ahn (HLA) have designed a measure for the security of steganography and proven that steganography can be made secure against chosen hiddentext attacks from a complexity-theoretic point of view (much the same way that public key encryption is secure from practical attack, but not against an adversary with infinite computing resources).

Measurement of steganographic security is set up as a game between Ward and an oracle, which is defined as follows:

1. Ward is allowed as many samples of covertext (which does not carry a hidden message) as he likes.  This allows him to develop a sample distribution over covertexts.
2. Ward may query the oracle providing any chosen hiddentext he cares (a bounded number of times with a bounded size of hiddentext), and the oracle will consistently respond with either a stegotext that contains the hidden message, or a sample of plain covertext the same length as the encoded stegotext would have been.

3. Ward must guess whether he was dealing with a stegotext-providing-oracle, or a covertext-providing-oracle.

The measurement of security for a given method of steganography is Ward’s advantage over random guessing.


The method of steganography used in the proof was chosen specifically to aid the proof and has a single unique aspect.  The method assumes the existence of an oracle which can be queried for examples of covertext according to the natural distribution of covertext in the communication channel.  For example, in a channel devoted to transmitting correspondents’ favorite poems, the oracle would be likely to return Shakespearean sonnets as examples of covertext, but unlikely to return a software patent application.

Alice and Bob must agree ahead of time on a key, K, and a keyed function F that, given the key and a stegotext, returns a single bit.  The method is to transmit one bit of hiddentext, hi, per stegotext message.  For each bit of hiddentext, Alice will sample the oracle up to N times until she is given a covertext cn such that F(K, cn) = hi.  She will then send cn to Bob who will use F and K to discover hi.  Alice’s repeated querying of the oracle until she finds a covertext that meets a certain property is called “rejection sampling”, and it is the key to proving steganographic security.  (Note that if the oracle fails to produce a covertext with the property F(K, cn) = hi within N samples, then Alice will have to send a covertext that decodes to the wrong value.  Fortunately, this problem can be overcome by using an error correcting code, as is rigorously demonstrated in the proof.)

There is an important difference between the stegotexts generated by least significant bit masking verses those from rejection sampling.  The LSBM stegotext is not naturally occurring in the channel, which is to say that images with skewed statistical properties such as those from LSBM occur in the channel (say, images on EBay) with very low probability.  A statistical analysis can select LSBM images as being unlikely in a similar way that a poetry aficionado would question the appropriateness of the software patent application.  Rejection sampling, however, produces stegotexts which exactly match the distribution of the channel.

Intuitively, what the proof shows is that there is no way to tell the difference between an unmodified covertext and a stegotext because the stegotext is a sample covertext that follows the same distribution as the rest of the channel.  Ward has no advantage over random guessing, and the method is secure.

All that remains is to find a real-world oracle.  Fortunately, this is not a Sisyphean task.  The requirements on the oracle are that it is able to produce sample covertexts according to the channel distribution.  Our poetry aficionado may suit the bill just fine.  Another example given by Hopper, Langford, and Ahn is that of Alice using a special word processor.  Alice and Bob agree to use a particular key and choose F to select the LSB of a keyed hash function over English sentences, both of which Alice provides to the word processor along with her hiddentext.  She then writes an innocent covertext letter to Bob, but the word processor alerts her as to whether the LSB of the keyed hash of each sentence matches the bit of hiddentext currently being encoded.  If there is a mismatch, Alice can use a simple synonym substitution or two until the LSB of the hash of the sentence matches that of the hiddentext.  The point is that the process is automated by the word processor and employs Alice as an oracle with respect to the covertext conversation she is pretending to have with Bob.

Another even further automated example would be to stream video of a relatively complex, changing scene.  Presuming the camera can capture N frames locally for every one frame broadcast, then there would be N samples of covertext available from which to find one that produces the desired result from F.  Here the camera is used as an oracle with respect to images of the scene.
Public Key Steganography


One drawback remains in the stegosystem proposed by Hopper, Langford, and Ahn.  Alice and Bob must agree on a shared secret key prior to their separation and the mediation of their communication by Ward.  Fortunately, methods developed for cryptography can come to our aid.  Public key steganography was suggested in “On the Limits of Steganography” and further developed in “Public Key Steganography” and “Efficient Provably Secure Public Key Steganography”.  Essentially, Alice would encrypt a session key using Bob’s public key, send the encrypted session key steganographically to Bob, who would be the only person who could decrypt the session key.  Bob can use the same session key to reply to Alice, which means that it is not necessary for the party initiating the conversation (Alice) to publish their own public key.  Of course, this scheme will only work in a world where Alice can request Bob’s public key without raising suspicion against either of them.


Ahn and Hopper go further to develop a steganographic form of Diffie-Hellman key exchange that would allow Alice and Bob to agree upon a secret session key that would be unknown to an eavesdropping Ward.

The last difficulty to overcome is how Alice can alert Bob that the stegotext should not be taken at face value and does indeed contain hiddentext.  This appears to be a fundamental problem and is left to either an out-of-band means or constant vigilance on the part of Bob to treat each message as if it were the initial salvo of a key exchange.

Robust Steganography

Up to this point, we’ve considered Ward as merely an eavesdropper of the communication between Alice and Bob.  We will now allow Ward to insert himself between Alice and Bob and modify the messages sent between them.  In such a situation, the robustness or fragility of the steganographic method becomes crucial.


The robustness of a steganographic method can be described as the ability of Alice to successfully pass a message to Bob despite Ward’s interfering.  If Ward can manage to change half of the hiddentext bits that Alice sends to Bob, Ward has won.  If Alice can get slightly more than half of the hiddentext bits through to Bob, then she and Bob can employ an error correcting code to reconstruct the entire message.


Of course, if Ward is free to change any bits of the stegotext he chooses, then he can easily defeat both covert and overt communication between Alice and Bob by setting all bits in the stegotext to zero.  Often Ward must allow overt communication whether he is motivated by law (prisoner’s rights), economics (EBay won’t ban the use of images in its auctions despite rumors of terrorist steganography), or other forces.  In practice, the bound on Ward is typically determined by the nature of the communication channel and the participants’ tolerance to distortion.  For example, increasing levels of allowable interference for textual communication may include replacing whitespace within the message, or swapping synonyms within the text, or introducing/correcting simple spelling mistakes, or the requirement to only preserve some sense of the meaning of the message.

Hopper, Langford, and Ahn have produced a formal definition for robust steganography and have even used it to prove that a particular method of steganography for text based channels is robust against a particular set of manipulations by Ward.  While this is an interesting result, it is hard to see its applicability to real-world scenarios where wardens are much more resourceful than the single class of manipulation that was afforded in the proof.
Watermarking


Current day steganography scenarios are driven by the copyright and usage concerns of creators of digital media.  A steganographic procedure known as watermarking is the insertion of hiddentext, hereafter referred to as a watermark, containing an identity into a media stream by its owner so that suspicious streams in the future may be tested for the presence or absence of the mark.

One form of watermark can be used to prove the authorship of a stream.  Alice, the author of the work, inserts a mark into the stream which contains her identity.  Later, Ward abuses Alice’s copyright by either using the work in a manner for which she did not grant him rights, or by claiming that he himself is the original author.  Alice can submit Ward’s copy of the work to Bob, tell him her key, and Bob can verify whether Alice’s mark, proving her authorship, exists within the work.


Another form of watermark is used in a scheme called traitor tracing.  This type of watermark is known as a fingerprint and is used to determine which of several recipients of a secret work was responsible for leaking the work outside the set of allowed recipients.  Each official recipient of the work is given a slightly different copy of the work that has been modified to contain a fingerprint, usually a serial number, which is tied to the recipient.  When a copy of the work is found to have been leaked, the copy may be examined for the fingerprint to determine which of the official recipients allowed the work to leak.


The problem with both authorship- and fingerprint-watermarking is that, for most digital media, the set of manipulations available to those who would thwart the mark is large, as is the tolerance for deviation from the original by those who would consume illicit copies of the work.  A nearly imperceptible filter of audio or a slight rotation or spatial distortion of video is often enough to destroy the ability of the author to recover the mark.  Combinations of such manipulations are usually fatal to the mark.


The fragility of watermarks in media streams has been employed as a feature of another kind of watermark.  An authentication mark is placed in stream by an authority to vouch that the stream is authentic in some manner.  Authentic in this sense means that it hasn’t been significantly changed since being marked.  Watermarks of this type can designed to incorporate a degree of locality so that it is possible to determine which portion(s) of a stream have been modified (and that the remainder is intact).  The difference between an authentication-mark and a signature is that a signature will be invalid if even a single bit in the stream changes, but a watermark allows some small degree of manipulation before it is broken.  The intent is that the small degree of manipulation affords common allowable usages such as cropping.
Conclusion

Steganography is an excellent means of conversing covertly if there are guarantees on the integrity of the channel of communication.  It is not even necessary for two parties to agree to a secret key beforehand.  However, in the presence of an active adversary, it is difficult to prevent jamming of the covert messages.  Steganography would be a good tool for hiding information in channels where the innate suspicion of its use is low, such as e-mail or websites, but a poor tool where wardens/attackers can safely assume that steganographic techniques are being employed, such as high-value media streams.
References:

F. Petitcolas, R. J. Anderson, and M. G. Kuhn, "Information Hiding: A Survey", to appear in Proc. IEEE special issue on Protection of Multimedia Content , 1999. http://citeseer.csail.mit.edu/petitcolas99information.html
R. J. Anderson and F. A. P. Petitcolas, "On the limits of steganography," IEEE Journal on Selceted Areas in Communications 16, pp. 474--481, May 1998.
http://citeseer.csail.mit.edu/anderson98limits.html
N. Hopper, J. Langford, and L. von Ahn. Provably secure steganography. In Moti Yung, editor, Advances in Cryptology---CRYPTO 2002.
http://citeseer.csail.mit.edu/hopper02provably.html
Nick Hopper and Luis von Ahn. Public key steganography. Submitted to Crypto 2003, http://www.cs.cmu.edu/ hopper. http://citeseer.csail.mit.edu/article/vonahn04publickey.html
Tri Van Le, “Efficient Provably Secure Public Key Steganography,” 2003.

http://citeseer.csail.mit.edu/631745.html
Fabien A. P. Petitcolas, Ross J. Anderson, and Markus G. Kuhn. Attacks on copyright marking systems. In Aucsmith, 3 pages 218--238. ISBN 3-540-65386-4. http://citeseer.csail.mit.edu/petitcolas98attacks.html
D. Kundur and D. Hatzinakos, "Digital watermarking for telltale tamper proofing and authentication", Proceedings of the IEEE, vol. 87, no. 7, pp. 1167--1180, July 1999. http://citeseer.csail.mit.edu/kundur99digital.html
