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Elliptic Curve Cryptography: 

What is it good for?

We have discussed in class the workings of Elliptic Curve Cryptography (ECC), however we have not looked at any length into how it is being used.  The primary virtues of ECC have to do with its relatively small key size for the same expected level of security.  Current calculations imply that the key size, and therefore calculation and memory intensity, are significantly smaller than other asymmetric systems, which has caused a lot of interest to be generated in the area of mobile electronics.  There are, however some questions as to the accuracy of the current strength estimates, particularly in light of some expected future developments.  This paper evaluates these issues in an attempt to determine the current usefulness of ECC technology.   
Selecting Key Sizes

Currently the only known approach for breaking ECC is to solve the Elliptic Curve Discrete Log Problem (ECDLP).  The best known approach to this is an improvement of the Pollard-( method, witch requires approximately [image: image1.emf]steps, where n is the order of the Elliptic curve in question
.  Using this measure and expected future processor speeds, calculations have been made on the size of the key required for various asymmetric public key systems to match the security levels of a symmetric private key system.  The seminal work in this area was done by Lenstra and Vorheul [11], not only did they do a side by side comparison of the various systems, but they also made corrections assuming the rate of progress in breaking ECC would  be similar to that made on RSA in the first years.  Derived from their work is the following table of relative key lengths
:
[image: image2.emf]
Table 1: Security level equivalents
Security levels are grouped by the expected future security of the encryption, and labeled to correspond to the key length for a symmetric system of similar longevity.  The comparison indicates that for the same security as we would expect from a 1024-bit RSA system, we can use with an ECC system with about 160 bits.  Even more striking is the comparison that a 512-bit ECC can give the security of AES-256, which would require RSA to have a key length of 15360.  The 160 (or 512)  number is slightly misleading, as the actual memory storage requirements are somewhat greater than this, since in addition to the generating value there are several other parameters that need to be stored in order to make the ECC calculations.  Experimental results indicate that the ECC system also has an efficiency boost over RSA.  In particular the results imply that the ECC calculations use less dynamic branching, and fewer memory lookups than traditional methods
, which leads to more efficient computation.  These measurements indicate that ECC may be a more efficient and compact an encryption system than more traditional methods.
Use in Mobile Devices

The attributes of small key size, efficient calculation and smaller memory requirements are all very attractive to the developers of mobile electronics.  In this arena not only are CPU and memory resources constrained, but power is as well.   Key transmission time and calculation time are both significant consumers of power.  If an encryption scheme takes too long to compute, not only does it introduce a time delay to transmissions, but it also has impact on battery lifespan, both of which are of great concern to consumers.  

There have been several papers looking into the practicality of using ECC methods on various hardware systems.  One of the most basic is Branovic, Giorgi and Martinelli [1], which used the SimpleScaler hardware emulator to try to determine the hardware use of various cryptosystems.  They found that although the branch prediction and memory locality of ECC was better than traditional systems, ECC showed a decided sensitivity to memory latency, which might cause difficulty in inexpensive commodity systems.   On the other hand ECC did not have as much a throughput gain as expected, which they thought might indicate a loss of locality of instruction code.  
A second limited study was done by Gupta, Gupta and Stebila [7], which looked at RSA and ECC communicating between a Sun workstation, and Yopy, a 200 MHz Linux based PDA.  Their results are summarized in the Table 2.

[image: image3.emf] Table 2: Encryption times for Yopy and Sun Ultra-80

The top row is for 1024-bit RSA and 163-bit ECC whereas the bottom row is for 2048-bit RSA and 193-bit ECC, all measurements are in milliseconds.
 Their results indicate that while RSA encryption and verification might be feasible on the PDA, decryption and signing were not.  In addition they felt that the ECC system, for all cases, was fast enough to use on the smaller devices.
The most comprehensive hardware study was done by Brown et al [3], which looked at the feasibility of using PGP with various encryption schemes on three systems:  an early RIM pager, a Palm Pilot, and a desktop PC.  Their results, for the 80 bit security level,  are summarized in Table 3.  The values correspond to the Kobliz curve over F2163, as well as the RSA, ElGamal, and DSA versions with modulus length 1024.  All timings are in milliseconds. 
	
	RIM Pager
	Palm Pilot
	Pentium II

	ECC key generation
	751
	1,334
	1.47

	ECAES encrypt

ECAES decrypt
	1,759

1,065
	2,928

1,610
	4.37

2.85

	ECDSA signing

ECDSA verifying
	1,011

1,826
	1,793

3,263
	2.11

4.09

	RSA key generation
	580,405
	1,705,442
	2740.87

	RSA encrypt (e=3)
RSA encrypt (e=17)
RSA encrypt (e=216+1)
RSA decrypt
	533

683

1,241

15,901
	1,023

1,349

2,670

36,284
	2.70

3.23

5.34

67.32

	RSA signing

RSA verifying (e=3)
RSA verifying (e=17)
RSA verifying (e=216+1)
	15,889

301

445

1,008
	36,130

729

1,058

2,374
	66.56

1.23

1.76

3.86

	ElGamal key generation
ElGamal encrypt

ElGamal decrypt
	--

26,588

57,248
	--

73,978

148,059
	1,200,157

67.78

144.73

	DSA key generation
DSA signing

DSA verifying
	--

9,529

18,566
	--

25,525

52,286
	54,674

24.28

47.23


Table 3: Calculation time for various encryption systems on 

RIM Pagers, Palm Pilots and a Pentium II PC
From these results they conclude not only that ECC encryption in feasible for mobile electronics, but also that ECC is the only encryption system which is efficient enough to be able to both encrypt and decrypt on the smaller devices.  The conclusion that can be reached from this research is that in terms of CPU, memory and power resources, ECC appears to be a good candidate for small electronics when calculated at the 80-bit security level.  

Security Questions

These results indicate that ECC appears to be well suited to be an encryption standard for small electronics, especially compared when with other asymmetric systems.  However, it can be argued that the reason for the efficient is the small key size.  Were we to be using RSA with a 160 bit key we would also expect efficient execution.  We would, however, not expect much security.  So it can be argued that the efficiency of the ECC system rests on the assumption that 163 really does correspond to a level equivalent to an 80-bit symmetric system.  There is some indication that this correspondence may be questionable.   
ECC is a relatively new cryptosystem, as such there is the underlying question if there is a mathematical solution that will soon be discovered.  Other than refinements to the Pollard-( approach to the ECDLP, there have been only a couple of discoveries of other weaknesses in the system.  While they have not found solutions to the general question, the discoveries have revealed several special cases of Elliptic Curves that are considered too weak to be used.  It is likely given the complex space of Elliptic Curves that there are other categories of curves that are unacceptably weak.

Further, many papers cite security levels like those in the Table 1.  If you dig down in the references, which sometimes chain through multiple papers, almost all terminate with a reference to Lenstra and Verheul [11].  That paper has one paragraph of disclaimer that is never addressed in the referring papers:

Special-purpose hardware data points. In 1996 an attack against a 120-bit EC system with p = 2155 was sketched (and published 3 years later, cf. [28]) based on a special purpose hardware design that achieves a 25 million fold parallelism, i.e., 330,000 special purpose processor chips each running 75 independent Pollard rho processes. Building this machine would cost $10 million and its run time would be about 32 days. The designers claim that an attacker can do better by using current silicon technology and that further optimization may be obtained from pipelining. On the other hand, on www.certicom.com it is mentioned that 131-bit EC systems ‘are expected to be infeasible against realistic software and hardware attacks’, where 131-bit systems are about 54 times harder to break than 120-bit systems. We make no attempt to reconcile these two possibly contradictory evaluations. 

 In effect this leaves open the question if specialized hardware could solve this system more effectively than the direct attack.  The Certicom Challenge is a long standing challenge to the community to try to break ECC systems of different length
.  The most recent progress made was in 2004, when a group of size 109 was reduced.  Nominally the fact that this challenge exists unsolved should have weight to convince people that the underlying math is sufficiently hard.  However if one looks at the prizes awarded ($10K for 109, $20K for the next level 131), they are in no way sufficient to justify the expense of financing any attack other than the direct attack on the ECDLP using distributed computing, either with a dedicated hardware approach or with research time to analyze it.  In fact distributing the ECDLP work over many processors is how the previous challenges have been accomplished.  There has not been a public attempt to construct a hardware solution, but the calculated 32 days to break a system is far below the 1.02 Mips Years calculated for the 120 bit case by Lenstra & Verheul.

The final shadow on the long term security of ECC, and in fact much of cryptography, is the far off prospect of quantum computing.  It is not in any way clear that a QC will ever be built, and assuredly they would have a huge impact on cryptography as a whole.  However it has been shown (Proos & Zalka [9]) that were a QC to be able to be built, ECC would be more vulnerable than RSA.  There is an algorithm already proposed that can break a 160-bit ECC with 1000 qubits, where a comparable strength RSA system would require 2000 qubits.

In short there are several avenues by which ECC security may be compromised: hardware, mathematical weaknesses, new algorithms and future technology among them.  

Conclusion

We have looked at the calculations that estimate the strength of the ECC system, which indicate that direct attack of the ECDLP would be inefficient enough that a group of size 160 has comparable strength as a 1024 bit RSA system.  This compactness of the required group size leads to more efficient and faster calculations, which in turn makes ECC well suited to mobile electronics.  Experiments have shown that a 160-bit ECC system is efficient enough that it can feasibly be run on small devices like PDA and pagers.   Finally we saw that the security calculations that the small key sizes are derived from may be flawed, and overlook custom hardware or future technology approaches, as well as progress via improved algorithms.  These factors weighed together lead to the conclusion that ECC is probably a good solution for small devices and is likely secure at this time, it may well be imprudent to assume long term security to the system.
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