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Abstract—This paper presentsa detailed analysisof traces
of DNS and associatedTCP traffic collected on the Inter-
net links of the MIT Laboratory for Computer Scienceand
the Korea Advanced Institute of Scienceand Technology
(KAIST). The first part of the analysisdetails how clients
at theseinstitutions interact with the wide-areaDNS system,
focusingon performanceand prevalenceof failur es.The sec-
ond part evaluatesthe effectivenessof DNS caching

In the most recent MIT trace, 23% of lookups receie
no answer; theselookups accountfor more than half of all
traced DNS packets since they are retransmitted multiple
times. About 13% of all lookupsresultin an answerthat in-
dicatesa failur e. Many of thesefailur esappearto be caused
by missing inverse (IP-to-name) mappings or NS records
that point to non-existentor inappropriate hosts.27% of the
gueriessentto the root nameserversresultin suchfailur es.

The paper presentstrace-driven simulations that explore
the effect of varying TTLs and varying degreesof cache
sharing on DNS cachehit rates. The resultsshow that re-
ducing the TTLs of address(A) recordsto aslow asa few
hundred secondshas little adverse effect on hit rates, and
that little benefit is obtained from sharing a forwarding
DNS cache among more than 10 or 20 clients. Thesere-
sults suggestthat the performance of DNS is not as depen-
dent on aggressvecachingasis commonlybelieved, and that
the widespread useof dynamic, low-TTL A-record bindings
should not degradeDNS performance.

I. INTRODUCTION

The Domain Name System (DNS) is a distributed
databasenappingnamesto network locations,providing
information critical to the operationof mostinternetap-
plicationsand services. Internetapplicationsdependon
the correctoperationof DNS, andusersoften wait while
browsingbecausef delaysin nameresolutionratherthan
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objectdownload. Yet, despiteits importancelittle has
beenpublishedover thelastseveralyearson how well this
essentiakerviceperforms.

Thelastlarge-scalgublishedstudyof DNSwasDanzig
et al.’s analysisof root sener logs in 1992 [1], which
foundalarge numberof implementatiorerrorsthatcaused
DNS to consumeabouttwenty timesmorewide-areanet-
work bandwidththannecessarySince1992,boththe In-
ternetand DNS have changedn significantways: for ex-
ample,todays traffic is dominatedby the Web, and the
pastfew yearshave seerDNS beingusedin unanticipated
ways,suchasin Websener selection.

This paperseekgo understandhe performancendbe-
havior of DNS and explain the reasondor its scalability
Specifically:

1. How reliable and efficient is DNS from the point of
view of clients?
2. Whatrole do its scalingmechanisms—hierarchical-
ganizationandaggressie caching—playin ensuringscal-
ableoperation?

It is widely believed that two factorscontritute to the
scalabilityof DNS: hierarchicadesignaroundadministra-
tively delegatednamespacesand the aggressie use of
caching. Both factorsreducethe load on the root seners
at the top of the namespacehierarchy while successful
cachingreducedelaysandwide-areanetwork bandwidth
usage. The DNS cachingdesignfavors availability over
freshnessln generalany DNS sener or client may main-
tain a cacheand answerqueriesfrom that cache,allow-
ing the constructionof hierarchiesof sharedcaches.The
only cachecoherencenechanisnthatDNS providesis the
time-to-live field (TTL), which governshow long anentry
may be cached.

Oneway to gaugethe effectivenesof cachingis to ob-
sene theamountof DNS traffic in the wide-arednternet.
Danzigetal. reportthat14%of all wide-aregacletswere
DNS pacletsin 1990,comparedo 8% in 1992[1]. The
correspondingnumberfrom a 1995studyof the NSFNET
by Frazerwas5% [2], andfrom a 1997 studyof the MCI
backbondy Thompsoretal. was3%[3]. Thisdownward
trendmight suggesthatDNS cachingis working well.



However, the19973% numbershouldbeputin perspec-
tive by consideringt relative to network traffic asawhole.
The samestudy shaved that DNS accountsfor 18% of
all flows, wherea flow is definedasuni-directionaltraffic

23% of all clientlookupsin the mostrecentMIT trace
fail to elicit ary answer even a failure indication. The
guerypacletsfor theseunansweredbokups,includingre-
transmissionsaccounfor morethanhalf of all DNS query

streamswith unique sourceand destinationlP addresses pacletsin thetrace.3% of all unansweretbokupsaredue
and port numbersand|P protocolfields. If oneassumes toloopsin namesenerresolutionandthesdoopsonaver-

that applicationstypically precedeeachTCP connection
with a call to thelocal DNS resoler library, this suggests
aDNS cachemissrateof alittle lessthan25%. However,
most TCP traffic is Web traffic, which tendsto produce
groupsof aboutfour connectiongo the samesener [4]; if
oneassume®neDNS lookupfor every four TCP connec-
tions, the “session-lgel” DNS cachemissrateappeargo
be closerto 100%. While anaccuratesvaluationrequires
more preciseconsiderationof the numberof TCP con-
nectionsper sessiorandthe numberof DNS paclets per
lookup, this quick calculationsuggestgshat DNS caching
is notvery effective at suppressingvide-aredraffic.

An analysisof the effectivenessof DNS cachingis es-
peciallyimportantin light of severalrecentchangesn the
way DNS is used. Contentdistribution networks (CDNS)
and popularWeb siteswith multiple senersareincreas-
ingly usingDNS asa level of indirectionto help balance
loadacrossseners,or for faulttolerancepr to directeach
client requestto a topologically nearbysener. Because
cachedNS recorddimit the efficacy of suchtechniques,
mary of thesemultiple-serer systemauseTTL valuesas
small as a few secondsor minutes. Another exampleis
in mobile networking, wheredynamicDNS togetherwith
low-TTL bindingscanprovide the basisfor hostmobility
supportin the Internet[5], [6]. Again, this useof DNS
conflictswith caching.

A. Summanpof Results

This paperexploresthefollowing questions:
1. Whatperformancein termsof latengy andfailures,do
DNS clientsperceve?
2. Whatis the impacton cachingeffectivenessof choice
of TTL anddegreeof cachesharing?

Thesequestionsare answeredisinga novel methodof
analyzingtracesof TCPtraffic alongwith therelatedDNS
traffic. To facilitatethis, we capturedall DNS pacletsand
TCPSYN FIN , andRSTpacletsattwo differentlocations
onthelnternet. Thefirstis atthelink thatconnectdMIT’ s
Laboratoryfor ComputerSciencgLCS) andArtificial In-
telligenceLaboratory(Al) to therestof the Internet. The
seconds atalink thatconnectghe KoreaAdvancednsti-
tute of ScienceandTechnology(KAIST) to therestof the
Internet.We analyzewo differentMIT datasetscollected
in Januaryand December2000,andone KAIST dataset
collectedin May 2001.

agecauseover 10 querypacletsto be sentfor each(unan-
swered)ookup. In contrastthe averageansweredookup
sendsaboutl.3 querypaclets.

In the sametrace, 13% of lookupsresultin an answer
thatindicatesan error Most of theseerrorsindicatethat
the desirednamedoesnot exist. While no single cause
seemdo predominateinverselookups(translatinglP ad-
dressego names)often causefailures,asdo NS records
thatpoint to non-«istentseners. 27% of lookupssentto
rootsenersresultedn errors.

While mediamameresolutionateng waslessthan100
ms, the lateny of the worst 10% gren substantiallybe-
tweenJanuaryand December2000. Roughly 15% of all
lookupsrequirea querypaclet to be sentto a root or top-
level domainsener.

Therelationshipbetweemumbersof TCP connections
andnumbersof DNS lookupsin the MIT tracessuggests
thatthehit rateof DNS cachesnsideMIT is betweeri70%
and80%. This includesclient andapplicationcachesijn-
cludingthecachingdoneby Webbrowserswhenthey open
multiple TCP connectiongo thesamesener. Thusthis hit
ratecannotbe consideredjood.

Finally, the percentageof TCP connectionsmadeto
nameswith low TTL valuesincreasedrom 12%to 25%
betweenlanuaryandDecembe2000,probablydueto the
increaseddeployment of DNS-basedsener selectionfor
popularsites.

The capturedT CP traffic helpsus performtrace-diven
simulationgto investigatewo importantfactorsthataffect
cachingeffectiveness:(i) the TTL valueson namebind-
ings,and(ii) thedegreeof aggreationdueto sharectlient
caching.Ourtrace-dven simulationsshav thatA records
with 10-minuteTTLs yield almostthe samehit ratesas
substantiallylonger TTLs. Furthermore the distribution
of nameswasZipf-lik ein ourtracesconsequentlywe find
thata cachesharedby asfew astenclientshasessentially
the samehit rateasa cachesharedby the full tracedpop-
ulation of over 1000 clients. Theseresultssuggestthat
DNS worksaswell asit doesdespiteineffective A-record
caching,andthatthe currenttrendtowardsmoredynamic
useof DNS (andlower TTLS) is notlikely to be harmful.
On the other hand, we alsofind that NSrecordcaching
is critical to DNS scalabilityby reducingload on the root
seners.



Therestof this papempresent®ur findingsandsubstan-
tiatestheseconclusions.Sectionll presentsan overviev
of DNS andsuneys previouswork in analyzingits perfor
mance.Sectionlll describe®urtraffic collectionmethod-
ology and somesalientfeaturesof our data. SectionlV
analyzeghe client-perceied performanceof DNS, while
SectionV analyzesthe effectivenessof caching using
trace-drven simulation. We concludewith a discussion
of ourfindingsin SectionVI.

1. BACKGROUND

In this sectionwe presentainovervien of DNS andsur
vey relatedwork.

A. DNSOverviav

The designof the InternetDNS is specifiedin [7], [8],
[9]. We summarizethe importantterminologyand basic
conceptdere.

The basicfunction of DNS is to provide a distributed
databasehat mapsbetweenhuman-readabléost names
(suchaschive.lcs.mit. edu) andIP addresseésuch
as18.31.0.35 ). It alsoprovidesotherimportantinfor-
mationaboutthe domainor host,including reversemaps
from IP addresse® hostnamesandmail-routinginforma-
tion. Clients (or resolves) routinely query nameseners
for valuesin thedatabase.

TheDNS namespacds hierarchicallyorganizedsothat
sub-domainscan be locally administered. The root of
the hierarchyis centrally administeredand serned from
a collection of thirteen(in mid-2001)root serves. Sub-
domainsaredelayatedto othersenersthatareauthorita-
tive for their portionof the namespace.This procesanay
berepeatedecursvely.

At the bgginning of our study mostof the root seners
alsosened the top-level domains,suchas.com . At the
end,the top-level domainswerelargely serned by a sepa-
ratesetof abouta dozendedicated'generictop-level do-
main” (gTLD) seners.

Mappingsin the DNS namespaceare calledresouce
recods Two commontypesof resourcerecordsare ad-
dressrecords(A records)and namesener records(NS
records). An A recordspecifiesa names IP addressan
NS recordspecifiesthe nameof a DNS sener thatis au-
thoritative for aname.Thus,NSrecordsareusedto handle
delegationpaths.

Sinceachierzing goodperformancds animportantgoal
of DNS, it makesextensve useof cachingto reducesener
loadandclientlateng. It is believedthatcachesvork well
becausdNS datachangeslovly anda smallamountof
stalenessgs tolerable. On this premise,mary senersare
notauthoritatve for mostdatathey sene, but merelycache
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1. Host asks local server for address of www.mit.edu
2. Local DNS server doesn’t know, asks root.
Root refers to a .edu server
3. The .edu server refers to an MIT server
4. The MIT server responds with an address
5. The local server caches response

Recursive
DNS server

=
Local cache

Figurel. Exampleof aDNS lookupsequence.

responsesnd sene aslocal proxiesfor resohers. Such
proxy seners may conductfurther querieson behalfof a
resoherto completeaqueryrecussively Clientsthatmake
recursve queriesareknown asstubresolves in the DNS
specificationOntheotherhand,aquerythatrequestenly
what the sener knows authoritatvely or out of cacheis
calledaniterative query

Figure 1 illustratesthesetwo resolutionmechanisms.
The client applicationusesa stub resoher and queries
a local nearbysener for a name(say www.mit.edu ).
If this sener knows absolutelynothing else, it will fol-
low the stepsin the figure to arrive at the addresses$or
www.mit.edu . Requestsvill begin atawell-known root
of the DNS hierarchy If the queriedsener hasdeleyated
responsibilityfor a particulamame,it returnsareferral re-
sponsewhich is composedf namesener records. The
recordsarethe setof senersthathave beendelegatedre-
sponsibilityfor thenamein question.Thelocal senerwill
chooseone of thesesenersand repeatits question. This
procesgypically proceedsintil asenerreturnsananswer

Cachesn DNS aretypically not size-limitedsincethe
objectsbeing cachedare small, consistingusually of no
morethanahundredoytesperentry Eachresourceecord
is expired accordingto the time setby the originator of
the name. Theseexpirationtimesarecalled Time To Live
(TTL) values.Expiredrecordamustbefetchedafreshfrom
theauthoritatve origin sener on query Theadministrator
of a domaincan control how long the domains records
arecachedandthushow long changewill bedelayedpy
adjustingTTLs. Rapidly changingdatawill have a short
TTL, tradingoff lateny andsenerloadfor freshdata.

To avoid confusion theremaindeof this paperuseshe
terms“lookup,’ “query” “responsé,and“answer”in spe-
cific ways. A lookuprefersto the entire procesf trans-
lating a domainnamefor a client application. A query
refersto a DNS requestpaclet sentto a DNS sener. A
responseefersto a paclet sentby a DNS sener in reply
to a querypaclet. An answeris a responsdrom a DNS



sener that terminateshe lookup, by returningeitherthe
requestechame-to-recoranappingor a failure indication.
Valid responsethatarenotanswersnustbereferrals.
This means,for example, that a lookup may involve
multiple query and responsepaclets. The queriesof a
lookup typically askfor the samedata,but from different
DNS seners; all responses$ut the last one (the answer)
aretypically referrals.This distinctioncanbe seenin Fig-
ure 1; the pacletsin stepsl—4 are all part of the same
lookup (driven by the requestrom the application);how-
ever, eachsteprepresents separateueryandresponse.

B. Relatedwbrk

In 1992, Danzig et al. [1] presentedneasurementef
DNS traffic ataroot namesener. Their mainconclusion
was that the majority of DNS traffic is causedby bugs
and misconfiguration. They consideredhe effectiveness
of DNS namecachingandretransmissiotimeoutcalcula-
tion, andshavedhow algorithmsto increaseesilienceded
to disastroubehaior whensenersfailed or whencertain
implementatiorfaultsweretriggered. Implementatioris-
suesweresubsequentligocumentedby Kumaretal. [10],
who notethat mary of theseproblemshave beenfixedin
morerecentDNS seners.Danzigetal. alsofoundthatone
third of wide-areaDNS traffic that traversedthe NSFnet
was destinedto one of the (at the time) seven root name
seners.

In contrasto Danzigetal.’s work, ourwork focuseson
analyzingclient-sideperformancecharacteristics.In the
processwe calculatethe fraction of lookupsthat caused
wide-areaDNS paclets to be sent,and the fraction that
causedhrootor gTLD senerto becontacted.

In studiesof wide-areatraffic in general, DNS is often
includedin thetraffic breakdavn [2], [3]. As hotedin Sec-
tion |, the high ratio of DNS to TCPflows in thesestudies
motivatedour investigationof DNS performance.

It is likely that DNS behaior is closely linked to
Web traffic patterns sincemostwide-areatraffic is Web-
relatedandWebconnectionsreusuallyprecededy DNS
lookups.Oneresultof Webtraffic studiess thatthe popu-
larity distribution of Web pagess heary-tailed[11], [12],
[13]. In particular Breslauet al. concludethatthe Zipf-
like distribution of Web requestscausedow Web cache
hit rates[14]. We find that the popularity distribution of
DNS namesis also heavy-tailed, probablyas a result of
the sameunderlyinguser behaior. On the other hand,
DNS cacheperformancenight be expectedto differ from
Web cacheperformance DNS cachegypically do notin-
cur cachemissesecausehey run out of capacity andex-
clusively useTTL-basedcaching;DNS alsocachesnfor-
mationabouteachcomponenof a hierarchicahamesepa-

rately (NSrecords)andmary Webdocumentsarepresent
undera single DNS name. However, we find that DNS
cachesreneverthelessimilarto Webcachesn theirover-
all effectiveness.

A recentstudy by Shaikhet al. shavs the impact of
DNS-basedenerselectioron DNS[15]. This studyfinds
thatextremelysmall TTL values(ontheorderof seconds)
are detrimentalto lateng, and that clients are often not
closein the network topology to the nameseners they
use,potentiallyleadingto sub-optimakener selection.In
contrast,our study evaluatesclient-percered lateny as
a function of the numberof referrals,and analyzesthe
impactof TTL and sharingon cachehit rates. We also
studythe performancef the DNS protocolandDNS fail-
uremodes.

Wills andShangstudiedNLANR proxy logsandfound
thatDNS lookuptime contritutedmorethanonesecondo
approximatel\20%of retrievalsfor theWebobjectsonthe
homepageof larger seners. They alsofoundthat20% of
DNS requestsarenot cachedocally [16], which we con-
sidera large percentagdor the reasonsexplainedbefore.
CohenandKaplanproposeproactie cachingschemedo
alleviate the lateny overheadsf synchronouslyequest-
ing expiredDNSrecordd17]; theiranalysids alsoderived
from NLANR proxy log workload. Unfortunately proxy
logs do not capturethe actualDNS traffic; thusary anal-
ysis mustrely on on measurementtaken after the data
is collected. This will not accuratelyreflectthe network
conditionsat thetime of therequestandthe DNS records
collectedmay also be newer. Our dataallows us to di-
rectly measurethe progressof the DNS lookup asit oc-
cured. Additionally, our datacapturesall DNS lookups
andtheir relatedTCP connectionsnot just thoseassoci-
atedwith HTTP requests.

1. THE DATA

Our studyis basedon three separatdraces. The first
two were collectedin Januaryand December2000 re-
spectvely, atthelink thatconnectghe MIT LCS andAl
labsto the restof the Internet. At the time of the study
therewere24internalsubnetwerkssharingtherouter used
by over 500 usersand over 1200 hosts. The third trace
was collectedin May 2001 at one of two links connect-
ing KAIST to the rest of the Internet. At the time of
datacollectiontherewereover 1000usersand5000hosts
connectedo the KAIST campusnetwork. The tracein-
cludesonly internationalTCP traffic; KAIST sendsdo-
mestic traffic on a path that was not traced. However,
the tracedoesinclude all external DNS traffic, domestic
andinternational:the primary namesener of the campus,
ns.kaist.ac.kr , wasconfiguredto forward all DNS
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Figure2. Schematidopologyof thetracednetworks.

gueriesto ns.kreonet.re. kr alonga route that al-
lowedthemto betraced.Figure2 shavstheconfigurations
of thetwo networks.

Thefirst trace, mit-jan00 , wascollectedfrom 2:00
A.M. on 3 January2000to 2:00A.M. on 10 January2000;
the second,mit-decO0 , was collectedfrom 6:00 P.M.
on 4 Decembelto 6:00 P.M. on 11 Decembei2000. The
third set, kaist-may01l , wascollectedat KAIST from
5:00A.M. on 18 May to 5:00A.M. on 24 May 2001. All
timesareEST.

A. CollectionMethodolgy

We filtered the traffic obsered at the collection point
to producea datasetuseful for our purposes.As mary
previous studieshave shavn, TCP traffic (andin partic-
ular, HTTP traffic) compriseshe bulk of wide-areatraf-
fic [3]. TCP applicationsusually dependon the DNS to
provide therendezeusmechanisnbetweertheclientand
the sener. Thus, TCP flows canbe viewed asthe major
driving workloadfor DNS lookups.

In our study we collectedboththe DNS traffic andits
driving workload. Specifically we collected:

1. OutgoingDNS queriesandincomingresponsesand

2. Outgoing TCP connectionstart (SYN and end (FIN
and RST) paclets for connectionoriginating inside the
tracednetworks.

In themit-jan00  trace,only thefirst 128 bytesof each
pacletwerecollectedbecauseve wereunsureof thespace
requirementsHowever, becauseve foundthatsomeDNS
responsewerelongerthanthis, we capturecentire Ether
netpacletsin the othertraces.

Thetracecollectionpointsdonotcaptureall clientDNS
actiity. Queriesansweredrom cachesnsidethe traced
networks do not appeatrin the traces. Thusmary of our
DNS measurementseflect only those lookups that re-
guired wide-areaqueriesto be sent. Sincewe correlate
thesewith the driving workload of TCP connectionswe
canstill draw someconclusionsiboutoverall performance
andcachingeffectiveness.

In additionto filtering for usefulinformation, we also
eliminatedinformationto presere user(client) privagy. In
the MIT tracesary userwho wishedto be excludedfrom
the collectionprocessvasallowed to do so, basedon an
IP addresghey provided; only threehostsoptedout, and
were excludedfrom all our traces. We alsodid not cap-
ture pacletscorrespondindo reverseDNS lookups(PTR
gueries)for a small numberof nameswithin MIT, once
againto presere privagy. In addition, all paclets were
rewritten to anorymize the sourcelP addresse®f hosts
inside the tracednetwork. This was donein a pseudo-
randomfashion—eaclsourcelP addressvasmappedus-
ing a keyed MD5 cryptographichashfunction[18] to an
essentiallyunique,anorymizedone.

Our collection software was derived from Minshall's
tcpdpriv  utility [19]. tcpdpriv. anorymizeslibp-
cap -formattraces(generatedy tcpdump ’s paclet cap-
turelibrary). It cancollecttracesdirectly or post-process
thematfter collectionusingatool suchastcpdump [20].
We extendedtcpdpriv.  to supportthe anorymization
schemalescribedabore for DNS traffic.

B. AnalysisMethodolay

We analyzedthe DNS tracesto extract various statis-
tics aboutlookupsincluding the numberof referralsin-
volved in atypical lookup andthe distribution of lookup
lateng. To calculatethelateng in resolvingalookup,we
maintaineda sliding window of the lookupsseenin the
lastsixty secondsanentryis addedfor eachquerypaclet
from aninternalhostwith a DNS queryID differentfrom
ary lookupin the window. Whenan incomingresponse
paclet is seen,the correspondindookup is found in the
window. If the responseaclet is an answer(as defined
in Sectionll-A), thetime differencebetweenthe original
guerypaclet andthe responsas the lookup lateng. The



mit-jan00 mit-dec00 kaist-may01

1 || Dateandplace 00/01/03-10MIT | 00/12/04-11MIT | 01/05/18-24KAIST

2 || Totallookups 2,530,430 4,160,954 4,339,473
3 Unanswered 595,290(23.5%)| 946,308(22.7%) 873,514(20.1%)
4 Answeredwith success| 1,627,77264.3%) | 2,648,02563.6%) 1,579,85236.4%)
5 Answeredwith failure | 281,85511.1%) | 545,887(13.1%) 1,834,94242.2%)
6 Zeroanswer 25,513(1.0%) 20,734(0.5%) 51,165(1.2%)

7 || Totaliterative lookups 2,486,104 4,107,439 396,038
8 Answered 1,893,882 3,166,353 239,874
9 || Totalquerypaclets 6,039,582 10,617,796 5,326,527
10 || Distinctsecondevel domains 58,638 84,490 78,322
11 || Distinctfully-qualified names 263,984 302,032 219,144
12 || Distinctinternalquerysources 221 265 405

13 || Distinctexternalnameseners 48,537 61,776 8,114
14 || TCPconnections 4,521,348 5,347,003 665,361
15 || #TCP: #valid A answerssansblack-lists 4.62 3.53 -

16 || Distinct TCPclients 992 1,233 5,754
17 || Distinct TCPdestinations 59,588 204,192 11,511

Tablel. Basictracestatistics.The percentagearewith respecto total numberof lookupsin eachtrace.

actualend-useDNS requestateng, however, is slightly
longerthanthis, sincewe seepacletsin mid-flight. If the
responseés notanansweywe incrementhe numberof re-
ferralsof the correspondindookup by one,andwait until
thefinal answercomes.To keeptrack of the nameseners
contactedduring alookup, we maintaina list of all the IP
addressesf namesenersinvolvedin theresolutionof the
lookup.

This methodcorrectly captureshe list of senerscon-
tactedfor iterative lookups,but not for recursie lookups.
Mostlookupsin theMIT tracesareiteratve; weeliminated
the small numberof hostswhich sentrecursve lookups
to namesenersoutsidethe tracednetwork. The KAIST
tracescontainmostly recursve lookupssentto a forward-
ing senerjustoutsidethetracepoint; hencewhile we can
estimatdowerboundson nameresolutionateng, we can-
not derive statisticson the numberof referralsor thefrac-
tion of accesse® atop-level sener.

C. Data Summary

Tablel summarizeshebasiccharacteristicef our data
sets.We catgyorizelookupsbasednthe DNS codein the
responsehey elicit, asshavn in rows 3-6 of Tablel. A
lookupthatgetsaresponsavith non-zeraesponseodeis
classifiedasansweed with failure, asdefinedin the DNS
specificatiori8]. A ze answeris authoritatve andindi-
catesno error, but hasno ANSWERAUTHORITY, or AD-
DITIONAL recordg10]. A zeroanswercanarise,for ex-
ample,whenanMXlookupis donefor a namethathasno
MXrecord,but doeshave otherrecords. A lookupis an-
sweed with successf it terminateswith a responsehat

mit-jan00 mit-dec00 kaist
A 60.4% 61.5% 61.0%
PTR 24.6% 27.2% 31.0%
MX 6.8% 5.2% 2.7%
ANY 6.4% 4.6% 4.1%

Table2. Percentag®f DNS lookupsacrossthe mostpopular
querytypes.

hasa NOERRORodeandoneor more ANSWERecords.
All otherlookupsareareconsideredinansweed

Clientscan malke a variety of DNS queries,to resohe
hostnameso IP addressedind reverse-mappingbetween
IP addressesind hostnamesfind mail-recordbindings,
etc. Thereare twenty query typesdefinedin the DNS
specification[8]. Table 2 lists the four most frequently
requestedjuerytypesin eachof our traces. About 60%
of all lookupswerefor hostname-to-addregsrecordsand
betweer?4% and31%werefor thereversePTRbindings
from addresse® hostnames.

Although mostansweredA lookupsare followed by a
TCP connectiorto the hostIP addresspecifiedin there-
turnedresourceecord,therearea smallnumberof excep-
tions. Themostimportantof theseareto so-calledreverse
black-lists, which in our traceswere A-record lookups
madeto rbl.maps.vix.co mto askif anIP address
a.b.c.d (in standarddotted notation)is on the list of
knovn mail spammersmaintainedat maps.vix.com
To do this, the client sendsa A-record lookup for the
named.c.b.a.rbl.map s. vix .c om If the corre-



spondinglP addresss onthelist, the sener answerswith

a TXT record; if it is not on the list, it sendsan NX-

DOMAINanswer Therefore,A-recordanswersresulting
from thosequeriesdo not have ary associated CP con-
nection,andshouldbe excludedin calculatingtheratio of

TCP connectiondo DNS lookups(in estimatingcaching
effectiveness).We found 8,397 suchlookups(0.33%)for

mit-jan00 , 6,456(0.15%)for mit-decO0 ,and3,226
(0.07%)for kaist-may01

Oneof themajormotivationsfor ourwork wastheratio
of DNS lookupsto TCP connectionsn the wide-arealn-
ternet,asdescribedn Sectionl. Thedatain Tablel (rows
4 and 14) and Table 2 (A-recordpercentagegllow usto
estimatethis ratio for the tracedtraffic, astheratio of the
numberof TCP connectiongo the numberof successfully
answeredookupsthat are A recordsand are not on lists
like rbl.maps.vix.c om Thesenumbersare shavn
for mit-jan00  andmit-decO0 in row 15, suggesting
aDNS cachehit ratio (for A-recordsXor theMIT tracesof
between7/0%and80%. As explainedin Sectionl, this hit
rateis not particularly high, sinceit includesthe caching
doneby Web browserswhenthey openmultiple connec-
tionsto the samesener.

The total number of successfully answered DNS
lookupswasover 1.5million in thekaist-may0l1 trace,
but only about0.67 million TCP connectionsshaved up
in the trace. This tracerecordedall DNS traffic from the
campusput only theinternational TCP traffic.

IV. CLIENT-PERCEIVED PERFORMANCE

Thissectionanalyzeseveralaspect®f client-percered
DNS performance. We start by discussingthe distritu-
tion of time it took clients to obtain answers. We then
discussthe behaior of the DNS retransmissiorprotocol
andthe situationsin which client lookupsreceve no an-
swer We alsostudythe frequeny andcausesf answers
that are error indicationsand the prevalenceof negative
caching. Finally, we look at interactionsbetweenclients
androot/gTLD seners.

A. Latency

Figure3 shavs thecumulatve DNS lookuplateng dis-
tribution for our datasets.The medianis 85 msfor mit-
jan00 and 97 ms for mit-decOO0 . Worst-caseclient
latenciesbecamesubstantiallyworse—thelateny of the
90th-percentileincreasedfrom about 447 ms in mit-
jan00 toaboutll176msin mit-dec00 . Inthekaist-
may01 data,about35% of lookupsreceve responsein
lessthan 10 ms and the medianis 42 ms. The KAIST
tracehasmore low-lateng lookupsthanthe MIT traces
becaus¢herequestedesourceecordis sometimegached
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Figure4. Lateng distribution vs. numberof referralsfor the
mit-dec00 trace.

at ns.kreonet.re. kr , which is closeto the primary
namesener for the campus(seeFigure 2(b)). However,
the worst 50% of the KAIST distribution is significantly
worsethanthatof MIT. Many of thesedatapointscorre-
spondto lookupsof namesutsideKorea.

Lateny is likely to be adwerselyaffectedby the num-
ber of referrals. Recall that a referral occurswhen a
senerdoesnotknow theanswerto aquery but doesknow
(i.e., thinks it knows) wherethe answercanbe found. In
that case,it sendsa responseontainingoneor more NS
records,andthe agentperformingthe lookup mustsenda
gueryto oneof the indicatedseners. Table 3 shavs the
distribution of referralsperlookup. About80% of lookups
areresohedwithoutary referral,whichmeanghey getan
answerdirectly from the sener first contactedwhile only
atiny fraction(0.03%—0.04%or MIT) of lookupsinvolve
four or morereferrals.

Figure 4 shaws the latengy distribution for different
numbersof referralsfor the mit-decO0  dataset. For
lookupswith onereferral,60% of lookupsareresohedin
lessthan100msandonly 7.3%o0f lookupstake morethan
1 second.However, morethan95% of lookupstake more
than 100 ms, and 50% take morethan 1 second,f they
involve two or morereferrals.



mit-jan00 mit-dec00 kaist-may01
0 74.62% 81.17% 86.09%
1 24.07% 17.86% 10.43%
2 1.16% 0.87% 2.10%
3 0.11% 0.07% 0.38%
>4 0.04% 0.03% 1.00%

Table3. Percentagef lookupsinvolving variousnumbersof
referrals. The numberof lookupsusedin this analysisfor
eachtraceis shovnin row 8 of Tablel. Theaveragenum-
berof querieso obtainanansweynot countingretransmis-
sions,wasl1.27,1.2,and1.2,respectiely.
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Figure5. Distribution of latenciesfor lookupsthatdo anddo
notinvolve queryingroot seners.

To illustratethe lateny benefitsof cachedNS records,
we classify eachtracedlookup as either a hit or a miss
basedon the first sener contacted.We assumea missif
the first query paclet is sentto one of the root or gTLD
senersandelicits a referral. Otherwise,we assumethat
thereis ahit for anNSrecordin alocal DNS cache About
70% of lookupsin the MIT tracesare hits in this sense.
Figure 5 shaws the lateng distribution for eachcase. It
shaws that cachingNS recordssubstantiallyreducesthe
DNS lookuplateny eventhoughit mayinvolve somere-
ferralsto completethelookup. Cached\Srecordsarees-
peciallybeneficialbecausehey greatlyreducetheloadon
therootseners.

B. Retansmissions

This sectionconsiderdookupsthatresultin no answey
andlookupsthatrequireretransmissions orderto elicit
an answer This is interestingbecausehe total number
of query pacletsis muchlarger thanthe total numberof
lookups;the previous section(and Table 3) shawv thatthe
averagenumberof query paclets for a successfullyan-
sweredqueryis 1.27 (mit-jan00 ), 1.2 (mit-jan00 ),
and1.2 (kaist-may01 ). However, the averagenumber

mit-jan00 mit-dec00
Zeroreferrals 139,405(5.5%) | 388,276(9.3%)
Non-zeroreferrals | 332,609(13.1%) | 429,345(10.3%)
Loops 123,276(4.9%) | 128,687(3.1%)

Table4. Unansweredookupsclassifiedby type.

of DNS querypacletsin thewide-aregperDNS lookupis
substantiallylargerthanthis.

We can calculatethis ratio, r, asfollows. Let the total
numberof lookupsin atracebe L, of which I areitera-
tively performed.This separations usefulsincethetrace
is lesslikely to shawv all the retransmittedquery paclets
that traversethe wide-arealnternetfor a recursvely re-
solved query We do not obsere sereral of thesequery
paclets becausea L — I lookupsare donerecursvely;
however, we may obsere retransmissiongor recursve
lookupsin somecases.Let the numberof querypaclets
correspondingo retransmissionsf recursive lookupsbe
X. Let Q bethetotal numberof querypacletsseenn the
trace.Then,L—I+rl = Q—-Xorr = 1+(Q—-L—X)/I.
Thevaluesof L, I, and@ for thetracesareshavn in rows
2,7,and9 of Tablel.

Thevalueof r is relatively invariantacrossour traces:
2.40 for mit-jan00 (X = 34,728), 2.57 for mit-
dec00 (X 18,478), and 2.36 for kaist-may01
(X = 448,396). Notice thatin eachcaser is substan-
tially largerthantheaveragenumberof querypacletsfor a
successfullyansweredookup. Thisis becauseetransmis-
sionsaccountfor a significantfraction of all DNS paclets
seenn thewide-arednternet.

A queryingnamesener retransmitsa queryif it does
notgetaresponsdérom the destinatiomamesener within
a timeoutperiod. This mechanisnprovides somerobust-
nessto UDP paclet lossor sener failures. Furthermore,
eachretransmissioris often taigetedat a differentname
sener if oneexists, e.g.,a secondaryor thedomain.De-
spiteretransmissionandsener redundang about24%of
lookupsin theMIT tracesand20%of in the KAIST traces
receved neithera successfubnswernor an error indica-
tion asshavn in thethird row of Tablel.

We breakthe unansweredbokupsinto threecategyories,
asshawn in Table4. Lookupsthatelicited zeo referrals
correspondo thosethat did not receve even one refer
ral in response.Lookupsthat elicited one or morerefer
rals but did not leadto an eventualanswerare classified
asnhon-zeo referrals. Finally, lookupsthatledto loopsbe-
tweennamesenerswherethequerieris referredio a setof
two or morenamesenersformingaqueryingloopbecause
of misconfigurednformationare classifiedasloops We



distinguishthe zeo referrals andnon-zeo referrals cate-
goriesbecauseahe former allows usto isolateandunder

standthe performanceof the DNS retransmissiomecha-
nism. We do notreportthis datafor kaist-may01  since
mostlookupsin thattracewererecursvely resohed by a
forwarderoutsidethetracepoint.

The paclet load causedby unansweredjueriesis sub-
stantialfor two reasonsfirst, theratherpersistentetrans-
missionstratgy adoptedby mary queryingnameseners,
andsecondreferralloopsbetweemameseners.

Onaverageeachlookupthatelicitedzeroreferralsgen-
eratedaboutfivetimes(in themit-decO0 trace)asmary
wide-areaguerypaclets beforethe queryingnamesener
gave up, asshowvn in Figure6. Thisfigurealsoshawvs the
numberof retransmissionfor querieghatwereeventually
answeredthecurvwesatthetop of thegraph)—aer 99.9%
of the answeredookupsincurredat mosttwo retransmis-
sions, and over 90% involved no retransmissions What
is especiallydisturbingis thatthe fraction of suchwasted
guerypacletsincreasedubstantiallbetweenlanuaryand
December2000;in themit-jan00  trace,the worst5%
of unansweredookups caused6 retransmissionswhile
they causedl2 retransmissions themit-decO0 trace.

Given that the queriescorrespondingo theselookups
do not elicit aresponseandthat mostqueriesthatdo get
a responseajet one within a small number(two or three)
of retransmissionsye concludethat mary DNS name
senersaretoo persistenin their retry stratgies. Our re-
sultsshaw thatit is betterfor themto give up sooney af-
ter two or threeretransmissionsand rely on client soft-
wareto decidewhatto do. We believe this is appropri-
atebecauseheseretransmissionarebeingdoneby name
senersthatarerecursvely resolvingqueriesfor clientre-
solver librariesthat are often on differenthoststhat may
alsoberetryingnamerequests.

Interestingly between12% (January2000) and 19%
(December2000) of unansweredookupsinvolved no re-
transmissionvithin 1 minute. Thissuggestsninappropri-
ateoption settingof the numberof retriesor anextremely
large timeoutvalue of morethan60 seconds.We believe
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mary paclets asthe loops, which generatecn average
aboutten query paclets. Although unansweredookups
causedy loopscorrespondo only about4.9%and3.1%
of all lookups,they causealarge numberof querypaclets
to begenerated.

This analysisshavs that a large fraction of the traced
DNS paclets are causedby lookupsthat end up recev-
ing no response. For example, mit-decO0  included
3,214,646lookupsthat receved an answer;the previous

this conclusions correctbecausell theseretransmissions sectionshaved that the averagesuchlookup sends1.2

arebeingdoneby namesenersthatarerecursvely resolv-
ing querieson behalfof clientsthatareon otherhosts,so
even if the client wereto terminatethe connection(e.g.,
becausao progressvasbeingmade) therecursve name
resolutionby the namesenerswould still continueasiif

nothinghappened.

Figure7 shavs the CDFsof the numberof querypack-
ets generatedor the non-zeo referrals and loops cate-
goriesof unansweredookups. As expectedthe non-zero
referrals (which do not have loops) did not generateas

guerypaclets. Thisaccountdor 3,857,575uerypaclets.
However, Tablel shavsthatthetracecontainsl0,617,796
guery paclets. This meansthat over 63% of the traced
DNS query paclets were generatedy lookupsthat ob-
tainedno answer! The correspondingiumberfor mit-
jan00 is 59%. Obviously, someof thesewererequiredto
overcomepacletlosseson Internetpaths.Typical average
lossratesarebetweens% and 10% [4], [21]; the number
of redundanDNS querypacletsobseredin our tracesis
substantiallyhigherthanthis.



Lookups| Name
mit-jan00
7,368
5,200
3,078
2,871
2,268
1,913
1,887
1,642
1,547
1,377
mit-dec00
26,308
11,503
11,270
10,271
9,440
5,772
5,290
5,235
4,137
3,317
Table5. Theten mostcommonnamesthat producedNXDO-
MAIN errorsin the mit-jan00  trace(top) andthe mit-
dec00 trace(bottom). A total of 194,963lookups pro-
ducedNXDOMAINN mit-jan00 ; 47,205distinctnames
wereinvolved. A total of 464,761lookupsproducedNX-
DOMAINiIn mit-dec00 ; 85,353distinct nameswerein-
volved.

loopback

nsl.cvnet.com
jupiterisq.pt
shark.trendnet.com.br
213.228.150.38.in-addrpa
mail.geekgirl.cx
swickhouse.w3.qr
ns3.level3.net
mickey.payne.og
239.5.34.206.in-addrma

33.79.165.208.in-addmpa
195.70.45.1

195.70.35.34
112.221.96.206.in-addrpa
104.196.168.208.in-ddampa
110.221.96.206.in-addrpa
216.4.7.226.ehomecare.com
216.4.7.227.ehomecare.con
authOl.ns.u.net
ns.corp.home.net

—

C. Failures

As shovn in Tablel, betweenl0%and42% of lookups
resultin an answerthatindicatesan error Most of these
errorsare eitherNXDOMAINor SERVFAIL. NXDOMAIN
signifiesthat the requestechamedoesnot exist. SERV-
FAIL usuallyindicatesthata sener is supposedo be au-
thoritative for a domain,but doesnot have avalid copy of
the databasdor the domain;it may alsoindicatethatthe
sener hasrun out of memory

Table 5 shavs the ten most commonnamesthat re-
sultedin NXDOMAINerrorsin themit-jan00  andmit-
dec00 . Thelargestcauseof theseerrorsareinverse(in-
addr.arpa ) lookupsfor IP addressesvith no inverse
mappings.

For mit-jan00 in-addr.arpa accounted for
33,2720ut of 47,205distinct invalid names,and 79,734
of the 194,963total NXDOMAINresponses. Similarly,
for mit-decO0 in-addr.arpa accountedor 67,568
out of 85,353distinct invalid names,and 250,8670f the

464,761total NXDOMAINresponses. Other significant
causesor NXDOMAINesponsemcludeparticularinvalid
namessuchasloopback , and NS andMXrecordsthat
pointto nameghatdo not exist. However, no singlename
or eventypeof nameseemgo dominatetheseNXDOMAIN
lookups.

SERVFAILs accountedfor 84,906 of the answersin
mit-jan00  (out of 4,762distinctnames)and61,4980f
theanswersn mit-decO0  (outof 5,102distinctnames).
3,282 of the namesand 24,1700f the lookupswere in-
verselookupsin mit-jan00 , while 3,6510f the names
and41,4650f the lookupswereinverselookupsin mit-
dec00 . Mostof thelookupswereaccountedor by arela-
tively smallnumberof nameseachookedupalargenum-
ber of times; presumablythe NS recordsfor thesenames
weremisconfigured.

D. NgativeCading

The large numberof NXDOMAINresponsesuggests
that negative cachingmay not be aswidely deplgyed as
it shouldbe. To seehow mary namesenersimplement
negative caching,we senttwo consecutie queriesfor a
non-&istentname(a.b.c.com )to 53,774distinctname
senersfoundin thetracesandrecordedheresponseThe
recursion-desiredit was setin the first query to trig-
gercompletenameresolutionto the tagetednamesener.
Then, the secondquery was sentwithout the recursion-
desiredbit. Theideais thatif negative cachingwereimple-
mented thenthe secondquerywould returnNXDOMAIN
while it would returnareferralif it werenotimplemented.

Table 6 shavs the results of this experiment. The
first NXDOMAINanswerimpliesthat correspondingname
senershonoredherecursion-desiretit anddid recursie
lookupsfor thatquery We found that 90.8%of the con-
tactednameseners respondedvith NXDOMAINor the
secondof the consecutie queries,suggestinghatat least
this fraction of the contactednamesenersimplemented
someform of negative caching.On the otherhand,2.4%
nameseners returneda referral with a list of authorita-
tive senersof .com domainwith the NOERROResponse
code,which indicatesthat they were runningan old ver
sionof anamesener without negative caching.

Theoverall conclusiorfrom this experimentis thatover
90%of thecontactechamesenersspreadacrosshelnter
netimplementngyative caching.

E. Interactionswith RootServes

Table 7 shaws the percentagef lookupsforwardedto
rootandgTLD senersandthe percentag®ef lookupsthat
resultedin an error  We obsenre that 15% to 18% of
lookupscontactedootor gTLD senersandthepercentage



mit- mit- kaist-

jan00 dec00 may01
Fully-qualified | 0.88 0.91 0.94
Second-leel 1.09 1.11 1.18

1stanswer | 2ndanswer

NXDOMAIN NXDOMAIN 48831(90.8%)

NOERROR| NOERROR| 1874( 3.5%)

NXDOMAIN NOERROR| 1272(2.4%)

REFUSED | REFUSED | 1124(2.1%)
Table 6. Responsesvhen two consecutie a.b.c.com

lookups were sentto 53,774 nameseners in December

2000from MIT LCS.

mit-jan00 mit-dec00
RootLookups | 406,321(16%) | 270,413(6.4%)
RootErrors 59,862(2.3%) | 73,697(1.7%)

gTLD Lookups

41,854(1.6%)

353,295(8.4%)

gTLD Errors

2,676(0.1%)

16,341(0.3%)

Table7. Thetotal numberof lookupsthat contactedroot and
gTLD seners,andthe total numberof failure answerge-
ceived. The percentageareof thetotal numberof lookups
in thetrace.

slightly decreasedhetweenJanuaryand December2000.
This wasprobablycausedy anincreasen the popularity
of popularnamegqseeSectionV andFigure9), which de-
creasedNS cachemissrates. The tablealsoshaws that
loadonrootsenershasbeenshiftedto gTLD senersover
time. ThegTLD senersatendof 2000wereservingmore
thanhalf of all top-level domainqueries.

Betweenl5%and27%of thelookupssentto rootname
seners resultedin failure responses.Most of theseap-
pearto be mis-typednames(e.g. prodiy.net ), bare
hostnamege.g.loopback andelectric-banana ),
or othermistales(e.g. index.htm ). Thepercentagén-
creasedetweenlanuaryand Decembeibecausanuchof
the load of servinglegitimate namesmaovedto thegTLD
seners.

V. EFFECTIVENESS OF CACHING

The previous sectionsanalyzedthe collectedtracesto
characterizethe actual client-perceied performanceof
DNS. This sectionexplores DNS performanceunder a
rangeof controlledconditions,usingtrace-dnven simula-
tions. The simulationsfocuson thefollowing questionsn
thecontet of A-records:

1. How useful is it to shareDNS cachesamongmary
client machines? The answerto this questiondepends
on the extent to which differentclientslook up the same
names.

2. Whatis thelikely impactof choiceof TTL on caching
effectiveness?The answerto this questiondepend®n lo-

Table8. Popularityindex « for the tail of the domainname
distribution.

cality of referencesn time.

We startby analyzingour tracesto quantify two impor
tant statistics:(i) the distribution of namepopularity and
(i) thedistribution of TTL valuesin thetracedata. These
determineobsered cachehit rates.

A. NamePopularity and TTL Distribution

To deducehow the popularity of namesvariesin our
client traces,we plot accesscountsas a function of the
popularity rank of a name,first consideringonly “fully
gualifieddomainnames. This graph,on a log-log scale,
is shavn in Figure8(a). To understandhe behaior of the
tail of this distribution, andmotivatedby previous studies
thatshavedthatWebobjectpopularityfollows a Zipf-lik e
distribution [11], we representhe accessountasa func-
tion a/z%, wherex is termedthe popularityindex.. If this
is a valid form of the tail, thena straightline fit through
thetail would be agoodone,andthe negative of the slope
would tell uswhat« is. This straightline is alsoshavn in
thefigure,with o = 0.91.

We also considerwhetherthis tail behaior changes
when names are aggr@ated according to their do-
mains. Figure 8(b) shawvs the correspondinggraph
for second-leel domain names, obtained by tak-
ing up to two labels separatedby dots of the
name; for example, foo.bar.mydomai n. com and
foo2.bar2.mydom ai n. com would both be aggre-
gated together into the second-leel domain mydo-
main.com . The« for thisis closerto 1, indicatingthat
thetail falls off alittle fasterthanin thefully qualifiedcase,
althoughit is still apower-law. Theslopescalculatedusing
aleast-squarét for eachtraceareshavn in Table8.!

Figure9 illustratesthe extentto which lookupsareac-
countedfor by popularnames. The X-axis indicatesa
fraction of the most populardistinct names;the Y-axis
indicatesthe cumulative fraction of answeredookupsac-
countedfor by the correspondingX mostpopularnames.
For example,the mostpopularl10% of namesaccountfor
morethan68%of totalanswerdor eachof thethreetraces.

'We calculatedheleast-squarstraightline fit for all pointsignoring

the first hundredmost popularnamesto more accuratelyseethe tail
behaior.



1le+06

full name
alpha = 0.90583

100000 t._

10000

1000

Access counts

100

10

1

1 10 100 1000

Object number

10000 100000

(a) Full name

Figure8. Domainnamepopularityin the mit-dec00

1

0.9
08
07
06
05t

0.4

Fraction of requests

0.3

0.2

mit-jan00 ——
mit-dec00
kaist-may01

0.1

0

0 0.1 0.2 0.3 0.4 0.5 0.6

Fraction of query names

Figure9. Cumulativefractionof requestsiccountedor by DNS
name, most popularfirst. The popularnamesappearto
have becomeaven more popularin December2000com-
paredto January2000, althoughthey are not necessarily
thesamenames.

0.7 0.8

However, it alsohasa long tail, anda large proportionof
nameshatareaccessegreciselyonce. For instance put
of 302,032istinctnamesnvolvedin successful lookups
in mit-dec00 , therewere 138,405unique namesac-
cessewnly once,which suggestghat a significantnum-
ber of root querieswill occur regardlessof the caching
scheme.

Figure10shavsthecumulatve distributionof TTL val-
uesfor A andNSrecords.NSrecordstendto have much
longerTTL valuesthanA records.This helpsexplain why
only about20% of DNS responsesincluding both refer
rals andanswersin Table1) comefrom aroot or gTLD
sener. If NS recordshadlower TTL values,essentially
all of the DNS lookup traffic obseredin our tracewould
have goneto arootor gTLD sener, whichwould have in-
creasedheload on themby a factorof aboutfive. Good
NS-recordcachingis thereforecritical to DNS scalability

Figure 10 shaws how TTL valuesare distributed, but
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doesnot considerhow frequentlyeachnameis accessed.
If it turnsout (asis plausible)thatthe morepopularnames
have shorterTTL values thenthe correspondingffecton
cachingwould beevenmarepronouncedFigurellshavs
the TTL distribution of names,weightedby the fraction
of TCP connectionghat were madeto eachname. We
shaw this for both mit-jan00 and mit-decO0 , and
draw two key conclusiondrom this. First, it is indeedthe



casehatshortefTTL namesaremorefrequentlyaccessed,
which is consistenwith the obsenration that DNS-based
load-balancing(the typical reasonfor low TTL values)
makes senseonly for popularsites. Secondthe fraction
of accesset relatvely short(sub-15minute) TTL values
hasdoubled(from 12% to 25%) in 2000 from our site,
probably becauseof the increaseddeployment of DNS-
basedsener selectionandcontentdistribution techniques
during2000.

B. Trace-drivenSimulationAlgorithm

To determinethe relative benefitsof perclient and
sharedDNS cachingof A-records,we conducteda trace
driven simulation of cachebehaior under different ag-
gregation conditions. First, we pre-processethe DNS
answersin the traceto form two databases.The “hame
databasetnapsevery IP addres@ppearingn anA answer
to the domain namein the correspondingookup. The
“TTL database’mapseachdomainnameto the highest
TTL appearingn an A recordfor thatname. After build-
ing thesedatabaseshefollowing stepswereusedfor each
simulationrun.

1. Randomlydivide the TCPclientsappearingn thetrace
into groupsof sizes. Give eachgroupits own simulated
sharedDNS cacheasif thegroupsharedasingleforward-
ing DNSsener. Thesimulatedcachdsindexedby domain
name,and containsthe (remaining) TTL for that cached
name.

2. For eachnew TCP connectionin the trace,determine
which client is involved by looking at the “inside” IP ad-
dress;let thatclient’s groupbe g. Usethe outsidelP ad-
dressto index into the namedatabaséo find the domain
namen thatthe client would have looked up beforemak-
ing the TCP connection.

3. If n existsin g's cache,andthe cachedTTL hasnot

expired,recorda“hit.” Otherwise recorda“miss”

4. Onamiss,make anentryin g's cachefor n, andcopy

the TTL from the TTL databasénto then’s cacheentry

At the end of eachsimulationrun, the hit rateis the
numberof hits divided by thetotal numberof queries.

This simulationalgorithmis driven by the IP addresses
obsered in the traced TCP connectionsratherthan do-
main namespecaus®NS queriesthathit in local caches
do not appearin the traces. This approachsuffers from
theweaknesshatmultiple domainnamesnay mapto the
samdP addressassometime®ccursatWebhostingsites.
This may causethe simulationsto overestimateghe DNS
hit rate. The simulationalsoassumeshat eachclient be-
longsto a single cachinggroup, which may not be true
if a client usesmultiple local forwarding DNS seners.
However, becaus®NS clientstypically querysenersin a
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Figure12. Effect of the numberof clientssharinga cacheon
cachehit rate.
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strictly sequentiabrder thismaybeareasonablassump-
tion to male.

C. Effectof Sharingon Hit Rate

Figure 12 shaws the hit ratesobtainedfrom the simu-
lation, for a rangeof differentcachinggroupsizes. Each
datapoint is the averageof four independensimulation
runs. With a groupsizeof 1 client (no sharing),the aver
ageperconnectiorcachehit rateis 64%for mit-jan00
At the oppositeextreme,if all 992 tracedclients sharea
singlecachetheaveragehit rateis 91%for mit-jan00
However, mostof thebenefitsof sharingareobtainedwith
asfew as10or 20clientspercache.

The fact that domain namepopularity hasa Zipf-like
distribution explains theseresults. A small number of
namesarevery popular andeven small degreesof cache
sharingcantake adwantageof this. However, the remain-
ing namesarelarge in numberbut are eachof interestto
only atiny fraction of clients. Thusvery large numbers
of clientsarerequiredbeforeit is likely thattwo of them
would wish to look up the sameunpopulamameuwithin its
TTL interval. Most cacheableeferencedo thesenames
arelikely to be sequentiateferencedrom the sameclient,
which are easily capturedwith perclient cachesor even
the perapplicationcachesftenfoundin Webbrowsers.

D. Impactof TTLonHit Rate

The TTL valuesin DNS recordsaffect cacheratesby
limiting the opportunitiesfor reusingcacheentries. If a
names TTL is shorterthanthe typical interreferencdn-
tenval for thatname,cachingwill notwork for thatname.
Onceanames TTL is significantlylongerthanthe inter
referencenterval, multiple referencesrelikely to hit in
thecachebeforethe TTL expires.Therelevantintenal de-
pendson the names popularity: popularnameswill likely
be cachedeffectively even with short TTL values,while
unpopulamamesamnay not benefitfrom cachingevenwith
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Figure13. Impactof TTL on hit rate.

verylong TTL values.In turn,anames popularityamong
a groupof clientsthatsharea cacheis to someextentde-
terminedby the numberof clientsin the group.

To gaugethe effect of TTL on DNS cachehit rate,we
performsimulationsusinga small modificationto the al-
gorithm describedn SectionV-B. Insteadof using TTL
valuestakenfrom theactualDNS response thetraces,
thesesimulationssetall TTL valuesto specificvalues.Fig-
ure 13 shaws the results,with one graphfor eachof the
threetraces. Eachgraphshaws the hit rateasa function

of TTL. Sincetheresultsdependon the numberof clients
thatsharea cache gachgraphincludesseparateurvesfor
perclient cachesgroupsof 25 clientspercache,andone
cachesharedamongall clients. We usea groupof size25
becaus&ectionV-C shavedthatfor theactualTTL distri-
bution obsered in our tracesa groupsizeof 25 achives
essentiallythe samehit-rateasthe entireclient population
aggr@gatedtogether

As expectedjncreasingl TL valuesyield increasinghit
rates.However, the effect on thehit rateis noticeableonly
for TTL valueslessthanabout1000secondsMost of the
benefitof cachingis achiered with TTL valuesof only a
smallnumberof minutes.This is becausenostcachehits
areproducedoy singleclientslooking up the samesener
multiple timesin quick successiora patternprobablypro-
ducedby Webbrowsersloadingmultiple objectsfrom the
samepageor usersviewing multiple pagesrom the same
Website.

Theseresultssuggesthat giving low TTL valuesto A
recordswill not significantly harm hit rates. Thus, for
example,the increasinglycommonpracticeof usinglow
TTL valuesin DNS-basedsener selectionprobablydoes
not affect hit ratesmuch.

In generalcachingof A recordsappeardo have limited
effectivenessn practiceandin potential.Eveneliminating
all A-recordcachingwouldincreasevide-areeDNStraffic
by at mosta factor of four, almostnoneof which would
hit aroot or gTLD sener. Eliminating all but perclient
cachingwould little morethandoubleDNS traffic. This
evidencefavors recentshifts towardsmore dynamic(and
lesscacheableysesof DNS, suchasmobile hostlocation
trackingandsophisticatedNS-basedener selection.

We concludethis sectionby noting thatwe do not sug-
gestthatit is a goodideato make the TTL valueslow on
NS-records.On the contrary doing sowould increasehe
loadontherootandgTLD senersby aboutafactorof five
andsignificantlyharmDNS scalability

V1. CONCLUSION

This paperpresenteda detailed analysisof tracesof
DNS and associatedl CP traffic collectedon the Inter
net links of the MIT Laboratoryfor ComputerScience
and the Korea AdvancediInstitute of Scienceand Tech-
nology We analyzedhe client-percered performanceof
DNS, includingthelateng to receve answersthe perfor
manceof the DNS protocol,the prevalenceof failuresand
errors,andthe interactionswith root/gTLD seners. We
conductedrace-drven simulationsto studythe effective-
nessof DNS cachingasa functionof TTL anddegreeof
cachesharing.

A significantfraction of lookupsnever receve an an-



swer For instancejn the mostrecentMIT trace,23% of
lookupsreceve noanswerthesdookupsaccounfor more
thanhalf of all tracedDNS pacletsin thewide-areasince
they areretransmittedyjuite persistentlyIn addition,about
13%of all lookupsresultin ananswetthatindicatesafail-
ure. Mary of thesefailuresappeato becausedy missing
inverse(IP-to-name)mappingor NSrecordsthatpointto
non-«istent or inappropriatehosts. We also found that
over a quarterof the queriessentto theroot nameseners
resultin suchfailures.

Our trace-drven simulationsyield two findings. First,
reducingthe TTLs of addresqA) recordsto aslow asa
few hundredsecondshaslittle adwerseeffect on hit rates.
Secondittle benefitis obtainedfrom sharinga forward-
ing DNS cacheamongmorethan10 or 20 clients. These
resultssuggesthatthe performanceof DNS is not asde-
pendenton aggressie cachingasis commonlybelieved,
andthatthewidespreadiseof dynamiclow-TTL A-record
bindingsshouldnot degradeDNS performance.The rea-
sonsfor the scalabilityof DNS areduelessto the hierar
chical designof its namespaceor good A-recordcaching
(asseemdo be widely believed), thanto the cacheability
of NSrecordgshatefficiently partitionthe namespaceand
avoid overloadingary singlenamesenerin thelnternet.
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