
Computer Vision
CSE P576

Dr. Matthew Brown



The Course
• People

- Matthew Brown + Guest(s) TBA
- TAs: Nishat Khan, Dianqi Li

• Time and location
- Lectures: Tuesdays 6:30-9:20pm
- Office hours: Thursday 5:30-6:30pm (or by appointment)

• Evaluation
- 4 projects, equally weighted

• Resources
- https://courses.cs.washington.edu/courses/csep576/20sp
- Piazza=Discussion board, Canvas=Assignments
- Book 1: “Computer Vision”, Szeliski, 
- Book 2: “Deep Learning”, Goodfellow et al.
- Stanford CS231N (CNNs for Vision) 
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https://courses.cs.washington.edu/courses/csep576/20sp


Face Detection

3[ Motorola ]



Camera Tracking

4[ Boujou -- Vicon/OMG ]



3D Reconstruction

5[ Autodesk 123D Catch ]



Body Pose Tracking

6
[ Microsoft Xbox Kinect ]



Body Pose Tracking

7[ PrimeSense ]



Image Recognition and Search 
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Search by image



Self Driving Cars

9[ Google ]



Flying Vehicles

10
www.skydio.com

http://www.skydio.com


AR/VR

11[ Microsoft Hololens ]



Mobile Apps

12
[ Google Lens ]



Art
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Figure 2: Images that combine the content of a photograph with the style of several well-known
artworks. The images were created by finding an image that simultaneously matches the content
representation of the photograph and the style representation of the artwork (see Methods). The
original photograph depicting the Neckarfront in Tübingen, Germany, is shown in A (Photo:
Andreas Praefcke). The painting that provided the style for the respective generated image
is shown in the bottom left corner of each panel. B The Shipwreck of the Minotaur by J.M.W.
Turner, 1805. C The Starry Night by Vincent van Gogh, 1889. D Der Schrei by Edvard Munch,
1893. E Femme nue assise by Pablo Picasso, 1910. F Composition VII by Wassily Kandinsky,
1913.
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[ Gatys, Ecker, Bethge 2015 ]



Applications of Computer Vision
• Digital Entertainment + Consumer

- Camera tracking, 3D reconstruction, visual effects, virtual reality, 
augmented reality, product recognition

• Science and Medicine
- Visual data analytics, anatomical measurement/analysis, tumour 

detection

• Engineering and Industry
- Robotics, self driving cars, reverse engineering, visual servoing, 

industrial part inspection, OCR, precision agriculture

• Photography/Videography and Editing
- Face detection, scene recognition, video stabilisation, drone camera, 

gap filling, image blending, panorama stitching, high dynamic range

• Mapping and Environmental
- Image registration, 3D building modelling, streetview, numberplate 

recognition, landmark recognition, species identification
14



Definitions of Computer Vision #1
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“Inverse Computer Graphics”

[ J. Buckner ]



Definitions of Computer Vision #1
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Part II: Geometric Modeling
• Goal: Efficiently represent and edit geometric 

shapes in digital form

22
Graphics

Vision

“Inverse Computer Graphics”



Photometric Capture
• Capture reflectance as well as geometry (“Light Stage”)

17[ Paul Debevec, USC ]



Definitions of Computer Vision #2
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“Replicate Human Vision”

=

=



Definitions of Computer Vision #2
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increasingly invariant to 2D transformations (position and scale) by
combining afferents (S units) with the same selectivity (e.g., a
vertical bar) but slightly different positions and scales.

The present theory significantly extends an earlier model (5). It
follows the same general architecture and computations. The
simple S units perform a bell-shaped tuning operation over their
inputs. That is, the response y of a simple unit receiving the pattern
of synaptic inputs (x1, . . . , xnSk

) from the previous layer is given by

y ! exp "
1

2#2 !
j!1

nsk

"wj " xj#
2 , [1]

where # defines the sharpness of the tuning around the preferred
stimulus of the unit corresponding to the weight vector w ! (w1,
. . . . , wnSk

). That is, the response of the unit is maximal (y ! 1) when
the current pattern of input x matches exactly the synaptic weight

vector w and decreases with a bell-shaped tuning profile as the
pattern of input becomes more dissimilar. Conversely, the pooling
operation at the complex C level is a max operation. That is, the
response y of a complex unit corresponds to the response of the
strongest of its afferents (x1, . . . , xnCk

) from the previous Sk layer:

y ! max
j!1. . . nCk

x j. [2]

Details about the two key operations can be found in SI Text (see
also ref. 23).

This class of models seems to be qualitatively and quantitatively
consistent with [and in some cases actually predicts (23)] several
properties of subpopulations of cells in V1, V4, IT, and PFC (25)
as well as fMRI and psychophysical data. For instance, the model
predicts (23), at the C1 and C2 levels, respectively, the max-like
behavior of a subclass of complex cells in V1 (26) and V4 (27). It
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Fig. 1. Sketch of the model. Tentative mapping between the ventral stream in the primate visual system (Left) and the functional primitives of the feedforward
model (Right). The model accounts for a set of basic facts about the cortical mechanisms of recognition that have been established over the last decades: From
V1 to IT, there is an increase in invariance to position and scale (1, 2, 4–6), and in parallel, an increase in the size of the receptive fields (2, 4) as well as in the
complexity of the optimal stimuli for the neurons (2, 3, 7). Finally, adult plasticity and learning are probably present at all stages and certainly at the level of IT
(6) and PFC. The theory assumes that one of the main functions of the ventral stream, just a part of the visual cortex, is to achieve a tradeoff between selectivity
and invariance within a hierarchical architecture. As in ref. 5, stages of simple (S) units with Gaussian tuning (plain circles and arrows) are loosely interleaved
with layers of complex (C) units (dotted circles and arrows), which perform a max operation on their inputs and provide invariance to position and scale (pooling
over scales is not shown). The tuning of the S2, S2b, and S3 units (corresponding to V2, V4, and the posterior inferotemporal cortex) is determined here by a prior
developmental-like unsupervised learning stage (see SI Text). Learning of the tuning of the S4 units and of the synaptic weights from S4 to the top classification
units is the only task-dependent, supervised-learning stage. The main route to IT is denoted with black arrows, and the bypass route (38) is denoted with blue
arrows (see SI Text). The total number of units in the model simulated in this study is on the order of 10 million. Colors indicate the correspondence between
model layers and cortical areas. The table (Right) provides a summary of the main properties of the units at the different levels of the model. Note that the model
is a simplification and only accounts for the ventral stream of the visual cortex. Of course, other cortical areas (e.g., in the dorsal stream) as well as noncortical
structures (e.g., basal ganglia) are likely to play a role in the process of object recognition. The diagram (Left) is modified from ref. 58 (with permission from the
author) which represents a juxtaposition of the diagrams of refs. 46 and 59.

Serre et al. PNAS " April 10, 2007 " vol. 104 " no. 15 " 6425
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“Replicate Human Vision”

[ Serre Oliva Poggio 2007 ]



ImageNet
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15 million images in 22,000 categories

[ F. F. Li et al ]



ImageNet Classification via CNN
• “Alexnet” gave breakthrough results on the ImageNet 2012 

Large Scale Visual Recognition Challenge (ILSVRC 2012)
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Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440–186,624–64,896–64,896–43,264–
4096–4096–1000.

neurons in a kernel map). The second convolutional layer takes as input the (response-normalized
and pooled) output of the first convolutional layer and filters it with 256 kernels of size 5⇥ 5⇥ 48.
The third, fourth, and fifth convolutional layers are connected to one another without any intervening
pooling or normalization layers. The third convolutional layer has 384 kernels of size 3 ⇥ 3 ⇥
256 connected to the (normalized, pooled) outputs of the second convolutional layer. The fourth
convolutional layer has 384 kernels of size 3 ⇥ 3 ⇥ 192 , and the fifth convolutional layer has 256
kernels of size 3⇥ 3⇥ 192. The fully-connected layers have 4096 neurons each.

4 Reducing Overfitting

Our neural network architecture has 60 million parameters. Although the 1000 classes of ILSVRC
make each training example impose 10 bits of constraint on the mapping from image to label, this
turns out to be insufficient to learn so many parameters without considerable overfitting. Below, we
describe the two primary ways in which we combat overfitting.

4.1 Data Augmentation

The easiest and most common method to reduce overfitting on image data is to artificially enlarge
the dataset using label-preserving transformations (e.g., [25, 4, 5]). We employ two distinct forms
of data augmentation, both of which allow transformed images to be produced from the original
images with very little computation, so the transformed images do not need to be stored on disk.
In our implementation, the transformed images are generated in Python code on the CPU while the
GPU is training on the previous batch of images. So these data augmentation schemes are, in effect,
computationally free.

The first form of data augmentation consists of generating image translations and horizontal reflec-
tions. We do this by extracting random 224⇥ 224 patches (and their horizontal reflections) from the
256⇥256 images and training our network on these extracted patches4. This increases the size of our
training set by a factor of 2048, though the resulting training examples are, of course, highly inter-
dependent. Without this scheme, our network suffers from substantial overfitting, which would have
forced us to use much smaller networks. At test time, the network makes a prediction by extracting
five 224 ⇥ 224 patches (the four corner patches and the center patch) as well as their horizontal
reflections (hence ten patches in all), and averaging the predictions made by the network’s softmax
layer on the ten patches.

The second form of data augmentation consists of altering the intensities of the RGB channels in
training images. Specifically, we perform PCA on the set of RGB pixel values throughout the
ImageNet training set. To each training image, we add multiples of the found principal components,

4This is the reason why the input images in Figure 2 are 224⇥ 224⇥ 3-dimensional.

5

[ Krizhevsky, Sutskever, Hinton 2012]



Definitions of Computer Vision #3
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LEMON
PERSON

TENNIS
RACKET

TENNIS
COURT

“Image/Video Understanding”

[ Rabinovich, Galleguillos, Wiewiora, Belongie 2007] 



23
[Van Horn, Mac Aodha]

Definitions of Computer Vision #3
“Image/Video Understanding”

iNaturalist Challenge 2018



24[ Thrun Urmson Google ]

Definitions of Computer Vision #3
“Image/Video Understanding”



This Course
• Computer Vision, with emphasis on visual geometry + 

learning (roughly 50-50 split between the two)
• 10 lectures, + office hours
• 4 projects, equally weighted
• Project 1: Feature Extraction and Matching
• Project 2: Panoramic Image Stitching

• Project 3: Image Classifi cation using CIFAR10

• Project 4: Pixel Labelling Project

• Projects will use iPython notebooks (e.g., Jupyter, Colab)
• Numpy for numerics
• Tensorflow for machine learning

25



Schedule
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Date Lecture Topics Project

03/31
Introduction, Image 

Formation

04/07
Filtering and Pyramids, 
Features and Matching P1 assigned

04/14
Planar Geometry. 2-view 

Alignment, RANSAC

04/21
Epipolar + Multiview 

Geometry, SFM/SLAM
P2 assigned
P1 due 4/24

04/28
Dense correspondence, 

Stereo, Flow



Schedule
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Date Lecture Topics Project

05/05
Machine Learning, NN, SVM, 

Decision Trees, Boosting
P3 assigned
P2 due 5/8

05/12
Linear/Logistic Regression, 
NNets, CNNs, Backprop

05/19
Per-Pixel Labelling, Depth, 

Flow, Segmentation 
P4 assigned
P3 due 5/22

05/26
Object Detection, 

Applications + Architectures

6/2
Computational Photography, 

Past Present and Future P4 due



Recommended Text 1
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Computer Vision: 
Algorithms and 
Applications

Richard Szeliski

http://szeliski.org/Book

Core textbook for the 
course.  Good coverage of 
most topics, oriented around 
practical applications

http://szeliski.org/Book


Computer Vision: Szeliski
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22 Computer Vision: Algorithms and Applications (September 3, 2010 draft)

n̂

2. Image Formation 3. Image Processing 4. Features

5. Segmentation 6-7. Structure from Motion 8. Motion

9. Stitching 10. Computational Photography 11. Stereo

12. 3D Shape 13. Image-based Rendering 14. Recognition

Figure 1.12 A pictorial summary of the chapter contents. Sources: Brown, Szeliski, and
Winder (2005); Comaniciu and Meer (2002); Snavely, Seitz, and Szeliski (2006); Nagel
and Enkelmann (1986); Szeliski and Shum (1997); Debevec and Malik (1997); Gortler,
Grzeszczuk, Szeliski et al. (1996); Viola and Jones (2004)—see the figures in the respec-
tive chapters for copyright information.
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Deep Learning: 
Goodfellow, Bengio, 
Courville

deeplearningbook.org 

Background maths + 
probability, practical deep 
nets, deep learning research

Also cs231n.stanford.edu 
— CNNs for Vision

30

Recommended Text 2

http://www.deeplearningbook.org
http://cs231n.stanford.edu


Inceptionism

31[ Mordvintsev, Olah, Tyka 2015 ]



Next Lecture
• Cameras + Image Formation

32

Try getting Jupyter/Colab up and running,
and work through Justin Johnson’s Python intro:
http://cs231n.github.io/python-numpy-tutorial 

http://cs231n.github.io/python-numpy-tutorial

