Bayesian Learning



Preview

Bayes’ theorem

MAP learners

Bayes optimal classifier
Naive Bayes learner
Example: text classification
Bayesian networks

EM algorithm



Two Roles for Bayesian Methods

Practical learning algorithms:
e Naive Bayes learning
e Bayesian network learning
e Combine prior knowledge with observed data

e Require prior probabilities

Useful conceptual framework:
e “Gold standard” for evaluating other learners

e Tools for analysis



Bayes’ Theorem

P(DJh)P(h)

P(hID) = =555

P(h) = prior probability of hypothesis h
P(D) = prior probability of training data D
P(h|D) = probability of h given D

P(D|h) = probability of D given h



Choosing Hypotheses

Find most probable hypothesis given training data

Mazimum a posteriori hypothesis hps4p:

hMAP — arg max P(h|D)

heH
= arg max P(DIR)P(h)
— e P(D)

= arg max P(D|h)P(h)

Assuming P(h;) = P(h;) we can further simplify,
and choose the Mazimum likelihood (ML) hypothesis

hin = arg max P(D|h;)



Example

Does patient have cancer or not?

A patient takes a lab test and the result comes
back positive. The test returns a correct positive
result in only 98% of the cases in which the disease
is actually present, and a correct negative result in
only 97% of the cases in which the disease is not
present. Furthermore, 0.008 of the entire
population have this cancer.
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