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Personalization is transforming
our experience of the world
P (1] Tube:

 Information overload = |
" _ Yo _ 100 Hours a Minute
BI’OWSII’]g 1S hIStOI’y What do | care about?

- Need fundamentally new ways
to discover content

 Personalization: Connects users & items
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Movie recommendations




Product recommendations

Processing: A Programming Handbook for Visual Designers and Artists (Hardcover)
by Casey Reas (Autnor), Ban Ery (Autnor), Jonn Masda (Foreword)

Available from these sellers.

ILnew from $47.95 & used trom 34,

wo-Day Shipping

rree
Gat Free Two-Day Shipping for thrae months with 3 special extended free trial of Amazon Prime™. AGG this eigitie textbook to your Cart £ qualfy, Sign up at checkout, See detais

' 0on't nave 8 Kindhe? Gat

ours her

Related Education & Training Services in Pittsburgh camrs o) | chaces sasee
Learn HTML Coding
www.FullSail.edu « Earn Your Bachelor's Degree in Web Design and Development.
Create Websites with HTML
htp:/fwww.unex. Berkeley.edu - Learn HTML Online, Start Anytime! with UC Berkeley Extension

Intensive XSLT Training
Www.objectdatalabs.com/course10.a5p - OnSite or in NYC, LA, SFO, ORD, DC Will customize & train a5 few 35 3

Customers Who Bought This Item Also Bought

Recommendations combine

global & sessign interests
g— 7
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Playlist recommendations

Recommendations form
STl 7 i, genve, o composer ' — oherent & diverse sequence

e E——

A Now Playing B Music Feed A. My Profile

Genre Stations ,3 — D . - -7

Top Stations

Top Stations

Alternative
Today's Hits

Blues OneRepublic, Pitbull, Eminem, Ellie

"1 i
-2 poen| ool » ) Play Station I >l
L oulding...
Christian & Gospel ﬁg \Vu;(_

Classical

-y s .,
Comedy ; =8 Todayg Country .

L Ml David Nail, Luke Bryan, Cole Swindell, ») Play Station
Country M4 Eric Paslay...
Dance
Decades Today's Hip Hop and Pop Hits

Eminem, Kid Ink, Pitbull, Beyoncé...

» | Play Station

Easy Listening !
Electronic




Friend recommendations

Profile

Search for people, jobs, companies, and more.

People You May Know

© Connect C/J
© Add to network

© Connect C’,

© Connect C’,

A 3 shared connections

Al 14 shared contacts

A 11 shared connections

AL 18 shared connections

Users and “items” are of
the same type

(o)
— N

© Connect C’J

A 17 shared connections

Do

© Connect C’J

A 2 shared connections

>0

© Add to network

Al 2 shared contacts

© Connect |:/|

A 13 shared connections




Drug-target interactions

What drug should we
‘repurpose” for some disease?

ST M targets

Cobanoglu et al. '13




Challenges of developing

recommender systems




Type of feedback

* Explicit — user tells us what she likes

Kok ke

* Implicit — we try to infer what she likes
from usage data

- P clictd
‘ — ‘I'ij. - S'J‘
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Top K versus diverse outputs

* Top K recommendations may be very

Diverse recommendations

- Users are multi-facetted & want to hedge our bets
- Rocky 2, It never rains in Philadelphia, Ga_nglhi

— —
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A new movies walks into a bar...

SKYFALL

IN THEATERS

« Cold-start problem: recommendations for new users
or new movies

- Need side information about user/movie

 AK.A. features!
qc,\.flon , I\Cj'ofj p I%M,'

p———
- Could also play 20-questions game...

- — — —
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That's so last year...

* |Interests change over time...
- Isit 19677
- Or 19777
- Or 19887
- Or 19987
- Or 20117

* Models need flexibility to adapt to users ,‘
- Macro scale macys.com
N—

- Microscale wketin o
* And keep checking that system still accurate

>



Scalability

* For N users and M movies, some approaches
take O(N*+M3)

— Not so good for billions of users...

* GraphlLab can help...
- Efficient implementations
- Fast exact & approximate methods as needed

>



Building a recommender system
(easily with GraphlLab)

D o




Solution 0: Popularity



Simplest approach: popularity

« What people are 1
viewing now
- Super popular

 Limitations:

Trends -Change

#FOMOS Promoted
#littlemixvancouver

Michael Sam

#ComicBookMen
#SomeoneTheWeekndShouldFeature
#Beatles50

#TheWalkingDead

Bacon Roses

Love Jones

Herm Edwards

* APope You Can Eat

Go to Complete List »

e

MOST EMAILED
- a

. Economy and Crime Spur New Puerto Rican Exodus

MAUREEN DOWD

* Still Mad as Hell

OPINION

* The End of Snow?

. Does a More Equal Marriage Mean Less Sex?

OPINION

* Woody Allen Speaks Out

OPINION

* Why Nutrition Is So Confusing

. Anne Heyman, Rwanda Rescuer, Is Dead at 52

NICHOLAS KRISTOF

* Inside a Mental Hospital Called Jail

. Virus Advances Through East Caribbean

FRANK BRUNI

- No context (what's my intention now)

- No personalization




Solution 1: Click prediction



What's the probability I'll buy this
product?
Produ ik (p::u,madxl,._)

-dinfo

ﬁ: (ﬁj‘ , ,OLC.BJ)...) User info

* Features capture context
- Time of the day, what | just saw, user info, what | bought in the past

* Helps mitigate cold-start problem
- Rate new movie from features of other movies user liked

* Limitation:
- May not have context available

- Often doesn’t perform as well as
collaborative filtering methods (next)




Solution 2: People who bought this
also bought...



Co-occurrence matrix

(RN

* Matrix C: item by item Aiapt
R Blr, A}Afw s Bef oy

C-:_ ;l'm

* C; = C; number of users who bought
both items 1 &

e

>




Normalizing co-occurrences:
similarity matrix

« C;very large if either j or j are very popular movies =»
drowns out other effects

- just recommends by popularity
» Jaccard similarity: normalizes by popularity
- Who watched i and j divided by who watched i/ orj

Many other similarity metrics possible, e.g., cosine similarity

>




Using similarity matrix to
recommend

* People who bought diapers also bought beer

* Fori=diapers, sortiand ﬁl’]dj with highest

&n“arlt Gub P, SPkb Ax
— Beer milk, baby food,..

* Limitation:
- Only current page matters, no history

>



Solution 3: Average item-item
similarity



(Weighted) average over items
user bought P [ Diapes , miln]

* User u bought items B,

- Define user specific similarity (score) for each item
* Average similarity for items in B,

S(M(Rw, B“’) z .;/ (SW{,T"J! 1 Sbw,bin,u)

 Could also weight recent purchases more

» For B, ={diapers,beer} sort Score(u,j) and find j

with highest similarity




Demo: Item-based collaborative
filtering with GraphlLab



Training versus testing data
d

* A/Btesting standard in industry: ——° I\ Add to Cart
- Randomly split users into groups A & versus
- Show different websites 49 Add to Cart
- Compare outcomes

—

* Same idea fundamental in ML
- Randomly split data into train and test sets
— Train on training data, evaluate on test data

(o o0 ‘}'-"l A {'=-
. N
—) ()D'.,Jn,{'b, ’g

"M\ﬁ / IJlm ll'"‘ s %
C




Example Performance metric for
recommenders

owed her k movies  wag P AaXimize

D -

o Recall: What_%ilczrg@ iked movieSwe Tound

User u liked m movies e

LTl
 Precision: what fraction of the movies we showed shetked
L'(k.u( $£’\0~‘
Precision-Recall curve: S}'\d‘vr\

16}

\ 4
| Veeall

red

[ -




Demo for reals: [tem-based
collaborative filtering with GraphlLab



Limitations of item-based
similarity

 Scalability — similarity matrix M? size

« Cold-start problem

S




Solution 4: Discovering hidden
structure by matrix factorization



Suppose we had d features of
movies and users

* Describe movie v with features R,
- How much is it action, romance, drama,..

K Q < ”‘)an , Yom—enaw "f-—...\
B - £ 0.2 0y
* Describe user u With features L,
- How much she likes action, romance, drama,...

LR < o0r , o 0-1)

4

« Score(u,v) is the product of the two vectors

SCOM (Xn®3 — 6:49%x0.01 + 0:2Y0 % 0-5 xG.q

But we don't know features of users and movies...



Matrix Completion Problem

L ]

) T

Score(u,v) known for black cells

Score(u,v) unknown for white cells
Rows index users
Columns index movies

Users score some movies

W W W R

® Not Interested

* Filling missing data?
£V hai usey A M £

y(ou(/T,Ta’\'LmL\: /S;x TE‘




Matrix Factorization:
discovering topics for users and movies

AN

movid
N /
s -:'-' (e @} R
Score = L

SCM (R ”I VOC) = L}'\.; ' K?»C

Many efficient algorithms for

matrix factorization implemented in GraphLab



Example topics discovered from Wikipedia

Application to text data: partylaw  yorkcounty centuryking enginecar wararmy iy

government americanunited romanempire greekdesignmodelcars  forces battle force british
electioncourt Citywashingtonjohn bcancient emperorii production built engines command general navy ship
. kingd iod battle city hicle cl del
wov J § presidentelected  texasservedvirginia  kingdom period batie iy - vehicle class models

penn
council general minister cp;

’ political national mem h“rx
committee u tcd of
member h arliament vo
public elections atic
wt
g ~ sondied”  seasonteam
. marriedfamily. ~ gameleague game:
Kingdaughterjohn played coach football
onpe record teams baseball field yea
death william father second career play b: sketball
bornwife royalireland  hockey three yards won
irish henry house lord
charles sir prince brother

N cm\(i'e'v eﬂnjgr\:rmdq(:‘ff;slke
K h p(s TU” € vy('rrd é'wg‘hsr‘l econd )
albumband radiostation age
< 18 population
‘ c l‘ _'b F.c SchoOl students songreleased news television mc?me average years music.
I ,

armoved ohio lime greatwar ad early reign  speed vehicles designed *°™°
- r ii son rule power greece front system C’j
/ centuries dynasty m;;[ér rear o

any

:tarmrd gunco

introduced range ford sold

art museumwork
wprks artists collectjon design
rts painting artis
paintings exhibiti

0 D
lackbluecaled

Ior will head green old side

pecies amiy

rds small long large animalg
ird plants genus

\ r e

festival orchestra
performed jazz pian
Iy performance works

university high college schools g songs single recordsCN@NNEl broadcast  median living es

education year program stur:(’wtp stations network media tv females houssholds 100 fam
broadcasting time people families older

ab I B " am bbe prog city household miles density

scorded rock bands rele

size




Using the results of matrix
factorization

* Discover "features” R, for each movie v
« Discover “features” L, for each user u

« Score(u,v) is the product of the two vectors = predict how much
a user will like a movie

DCore (W, v) = Lu- K&

« Recommendations: sort movies user hasn't watched by Score(u,v)

AT Ty Sem (Tony¥) %

—_ §o 4



Limitations of matrix factorization

* Cold-start problem




Bringing it all together:
Featurized matrix factorization



Combining real and discovered
Nf‘ﬁ‘.%ﬂl‘b,’otc"im, Lo\)

Yes!

User info

Movie info

D( Sl‘lwl Qac {.’",y""l KV

* Real features capture context
- Time of the day, what | just saw, user info, what | bought in the past
* Discovered features from matrix factorization capture groups of users
who behave similarly
- Hipster wannabes from Seattle who teach and have a startup

* Mitigates cold-start problem
- Ratings for a new user from real features only

- As more information about user is discovered,
matrix factorization “features” become more relevant



Matrix Factorization
Alternating Least Squares
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Matrix Completion Problem
Movies

o Xi; known for black cells
X;; unknown for white cells
X = .
b

Rows index users
Columns index movies

 Filling missing data?
rM K -

v h o !L il _,_\( e
~ A )

want B0 (ghmak NX + m-K

AT 2 f\v\"L"I SQf’l
x 10 X . o
wldp  nz Sooge  N.m A Yﬁ, =~ SI3 M Prcaars

©2005-2014 Carlos Guestrin
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Interpreting Low-Rank Matrix Completion
(aka Matrix Factorization)

|
.,._—-Jyw CLa @ R'
X =| L
l\o«v ranch | ]k "S}’w‘!"
|«
Ywre Lu. R Lw = [0 [ 11l 1
Lv = I’Il /, I)\ 7
:)l
"\Ow A ch

N Mhov, S O\Lu«‘\' "5;\-*;‘

38

©2005-2014 Carlos Guestrin



Matrix Completion via Rank Minimization

(u\,v,vw)GY Vuwi‘:?

 Given observed values:
hy

* Find matrix '\Q

* Such that: @u\\l - Vv H' Fuv 1—7

=

But... ?rlMaBm; Pr vuv = .

Introduce bias: Yan L (6) - k
?/obltw\ |S 1\l F‘L\ﬁ"&

/
« Two issues: \ %Ow c

©2005-2014 Carlos Guestrin 39



Approximate Matrix Completion

Minimize squared error:
— (Other loss functions are possible)

M E ( e wy ~ Vow)-z-
@ \A,\ltvw{r?

e Choose rank k:
™M L8 )
n @ = n L-, ("‘KY

« Optimization problem:  ~~\n 2
gL 9w d?

NOY\“(anJhL ‘)UBL“.. — tb(«\ Or"' <>t\'/.)~

©2005-2014 Carlos Guestrin
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Coordinate Descent for Matrix

Factorization _
b |
1%1,1151 Z <Lu - Ry — Turu)2
(U, 0):7y 0 F£7

Fix movie factors‘,loptimize for user factors -

First Observation:

LAYV i (Lh . 7~V = Cuv

L"“,[,., Wy: fwwt?

2 M~ 2’\ P (Lu-Ro v )t & indep °f+ pr=

?u L (o

Voo = Sat of mavies

2
) WSty G val‘t&

L‘l""" u"ll \:GV.,\,

T y 3’7—
- f min (Lur ®v- wj
_ veVlu -
Uz L]./V\ l}lf"‘h ‘ Y“S\‘&p\
A

o Local ¥ ss§lon '°A\JJ ‘g WY
Cen 7 Moev il

©2005-2014 Carlos Guestrin A1



Minimizing Over User Factors

 For each user u: r%in Z (Ly - Ry — ")’

veVy,
-

e |n matrix form:
I

\ -
.' |

, |

5¢ tom Ll\sis Anc‘ko«{ /Fcc."w \n “7”“'6“

« Second observation: Solve by
Mabix inviga

©2005-2014 Carlos Guestrin

42



Coordinate Descent for Matrix
Factorization: Alternating Least- ares
i -8 ast->qual
min > (L Bo—ru)® $ AL+ IRI|

(U, V)T 77

Visni nikhehe R0 & g 1! Uhelly iaik b oeaa il
»  Fix movie factors, optimiz&€'for user factors (4 5
- Independent least-squares over users Le{”gfﬁlljln (Lu - Ry — Tuv)
! + )\u" Lu”
Fix user factors, optimize for movie factors (£+) ,
— - i G 1 . —
Independent least-squares oier__nmgémkﬁr%lvn ; (Lu R, Tuv)
u v
UV & UY«] W‘\, vo\l‘fl‘ W\Ni’- V4 + k\l H KV'\

« System may be underdetermined:

Usa rtgnlngaatin

Converges to lb o\ O P‘[\

©2005-2014 Carlos Guestrin 43



Fv' by Aes)

e s W

Effect of Regularization

Iilin Z (Ly - Ry — Tuv)? 3 Ao “La” *)V”K“

R
(U, V)T 77

ya

X

oz 1P
2ech Sh"\?rt:')‘lm

Whks Lq ft?w\c./;'}“h"‘
©2005-2014 Carlos Guestrin %) ¢¢ M( “',),;')Sih

=

Ry

R

= -1

L (edh swdpublen Lasso
fent
N gl’)‘\'“ \‘\{-\(\1“)

44



) LIl

Stochastic Gradient Descent

Fs
min > (L - Ry = ruw)? + MlLIE + Aol RIS
T’LL’U
« Observe onerating atatimer,, €4 = L.,(f). Liu =Yy
« Gradient: SGD 0} seve ;it‘;‘s

2{ - 8{ kv’\')kl_o\. L“) "LU-)] VF
- ) | & - :
- & Lw + >\V fuw [li‘ )] [ 3 ?é Ve

oF “J
Jm-?(‘

SV
( (4 ,
(- "U.)w\) Lk” —.’z* €. Ko h"'/‘-u

* Updates:

Lu(I--H)
" : (+) (+)
[(Kv“) L(l‘V(e)\V)Kv “"L+£e k+

©2005-2014 Carlos Guestrin
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What you need to know...

Matrix completion problem for collaborative
filtering

Over-determined -> low-rank
approximation

Rank minimization is NP-harad

Minimize least-squares prediction for
known values for given rank of matrix
- Must use regularization

Coordinate descent algorithm = "Alternating
Least Squares”

©2005-2014 Carlos Guestrin
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Non-Negative
Matrix Factorization
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Matrix factorization solutions
can be unintuitive...

Many, many, many applications of matrix factorization

E.g. in te&qita, can do topic modeling:
- — L“‘"ZV //t' Ve

laa” 120}

| || R
At |35 X =| L

© Would like: LS o

But...

©2005-2014 Carlos Guestrin 48



Nonnegative Matrix Factorization

R’

|
F

X

o Just like before, but

i Lo Ry — Tun)? + Ml IL|12 + Mo|| B2
L0 Eso (Lo - By — ruw)” + Al [Ll|7 + Ao R[5

T'LL'U

« Constrained optimization problem
- Many, many, many, many solution methods... we'll check out a simple one



Projected Gradient

Standard optimization:
min f(O)

- Want to minimize: g
- Use gradient updates:
ottt o) —n,veM)

Constrained optimization:

- Given convex set C of feasible solutions

- Want to find minima within C: min f(©)

6666

Projected gradient:

- Take a gradient step (ignoring constraints):

— Projection into feasible set:

©2005-2014 Carlos Guestrin

50



Projected Gradient
" JE

m Standard optimization: _
Want to minimize: MR f(©) froJQd)o\
Use"gj.radient updatesT’_-

Qt+l) . o) _ me(@(t))

m Constrained optimization:

Given convex set C of feasible solutions
Want to find minima within C: m(gn f(©)
Qe

m Projected gradient:

Take a gradient step ignoring co(e&?lnts)

V(441) — @ (+) v £
Pro?ectlon into feasible s t4r 9(“‘*‘) [/( ( 6 (HQ
TT.(6) = zone, I &4l i

A '“"\j ;:W)

©Carlos Guestrin 2013 27



Projected Stochastic Gradient Descent .

for Nonneﬁatlve Matrix Factorlzatlo%

pnin o ;: — Tuw)? —HLHF + —HRHF

m Gradient step observing r,, ignoring constraints:
zg—l—l) (1 )\ )L( ) . ntEtR( )

=(t+1) | (t) (t)

RU (1 )\ )R tEtL

m Convex set: Lt«?,O Ru7 0 Yuy
m Projection step:

ﬂ(é\ ‘\fa'n.n ||e-ﬁ"7" ‘(‘P‘l'a]b ,,\J\\P ?IDL fQ.r 0(0\9/\5,6*\

§ 1 jet N
"‘.‘7" o L LU”) -7 “"“) m.j (oovlf
. t\fj;';‘ 5 (9 - P) o) — N h' 20
~ u& 620 - @)+ f\ J % + 1— U\/\wcot;‘-c;:
{ ’ |t{‘ BCO \ 0ue f, D

©Carlos Guestrin 2013 28



What you need to know...

* |[n many applications, want factors to be
nonnegative

» Corresponds to constrained optimization
problem

* Many possible approaches to solve, e.g.,
projected gradient

©2005-2014 Carlos Guestrin cy



The Cold-Start
Problem
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Cold-Start Problem

* Challenge: Cold-start problem (new movie or
user)

« Methods: use features of movie/user

SKYFALL

IN THEATERS

©2005-2014 Carlos Guestrin
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Cold-Start More Formally

m No observatll%]s a}bzf"f particular user;: (' MH«sl 'VV wy - .

on L

5 Lu\ o c\lw«ys me:A Vury = O

{C"q ~
m A simpler model for collaborative filtering: h +)
Observe ratings: ¢, & )(

Given features of a movie:

¢(V‘ -~ ( O\Crh'(y\’ |4°{4 , T‘\"\-\")'o,.’ L )
Jraws Y Aictchr
— Fit linear model: 2
\-ar 6\” UWr§ y r(Av nJ N(w 56(\/) / O'r)
Minimize: €5+ ™o s least S tan!
3 t
M | ,\ Z;,,( W. ¢(V) Y"‘") + )\V Il W" La§S¢)

©Carlos Guestrin 2013 8



Personalization

If we don't have any observations about a user, use wisdom of the
crowd
- Address cold-start problem

But, as we gain more information about the user, forget the crowd:

©2005-2014 Carlos Guestrin

56



User Features...
» B

m |n addition to movie features, may have information user:

gb(vx,,(z{ : C / NSe | 44 ... |
o\ L j""M 2% obion '-jf«k"f\'Blng\(L&

m Combine with features of movie:

S)S[(A‘v) - ( 4)(.,\) SR ¢(V).../ e ceoss femhurny )

m Unified linear model:

o o N (e Ol 57)



Feature-based Approach versus Matrix
Factorization

* Feature-based approach:
- Feature representation of user and movies fixed
— Can address cold-start

* Matrix factorization approach:
- Suffers from cold-start problem
- User & movie features are learned from data

« Unified model:

©2005-2014 Carlos Guestrin
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MAP for Unified Collaborative Filtering via SGD

F.’ 1 he K rarthicel mokk |
J— . . —_— 2 {,q ‘
"l S Z(MJF (W) - §u, 0) = Tu) l\ Wi -wllz'

Y ,w,{wu}u —
ruv

)\’U, )\’U >\’LU ’UJ’LL
+ LI+ SR + 2 ol 3 + anuug

@ oW (o . )
m Gradient step observing Fu\{ &l Pt (W \1"“ ¢[ o) "4
For L,R L&t—l—l) - (1- 77t)\u)L&) B meth())
Rgt+1) (1 o Ut)\v)ngt) . ntEthELt)

For w and w: Vo "FGJ . ¢(v,v, '\->\w W&

F Wt . (1~ e ) W)~ 9, & Pls)
W | <
Ll"/kt (- Z{-/\L% ‘U.,m ft,l— €y (15(\;

on(:) Pll:{'(. L\}L\ &r Wws « in y"‘(é)

©Carlos Guestrin 2013 12




What you need to know...

» Cold-start problem

* Feature-based methods for collaborative
filtering
- Help address cold-start problem

* Unified approach

60



