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What is Machine Learning ?




Machine Learning
" S
Study of algorithms that

m improve their performance
m at some task
m with experience

Machine

Data === == Understanding

Learning

Classification

from data to discrete classes




Spam filtering
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©Osman Khan to Carlos show details Jan 7 (6 days ago) |4 Reply | ¥
sounds good

+ok

Carlos Guestrin wrote:

Let's try to chat on Friday a ltle to coordinate and more on Sunday in person?

Carlos

Welcome to New Media Installation: Art that Learns
Carlos Guestrin to 10615-announce, Osman, Miche show details 3:15 PM (8 hours ago) 45 Reply ¥
Hi everyone,
Welcome to New Media Installation:Art that Learns
The class will start tomorrow.
***Make sure you attend the first class, even if you are on the Wait List.***

The classes are held in Doherty Hall C316, and will be Tue, Thu 01:30-4:20 PM.

By now, you should be subscribed to our course mailing list: 10615-announce@cs.cmu.edu.
You can contact the instructors by emailing: 10615-instructors@cs.cmu.edu

Natural _LoseWeight SuperFood Endorsed by Oprah Winfrey, Free Trial 1 bottle,
pay only $5.95 for shipping mfw rlk  seam |x

Jaquelyn Halley to nherrlein, bec: thehorney, bee: ang show details 9:52 PM (1 hour ago) | 45 Reply | ¥

Natural WeightL0SS Solutior

Vital Acai is a natural WeightLOSS product that Enables people to lose wieght and cleansing their bodies
faster than most other products on the market.

Here are some of the benefits of Vital Acai that You might not be aware of. These benefits have helped
people who have been using Vital Acai daily to Achieve goals and reach new heights in there dieting that
they never thought they could.

* Rapid WeightL0SS
* Increased metabolism - BurnFat & calories easily!
* Better Mood and Atttude

* More Self Confidence

* Cleanse and Detoxify Your Body

* ANatural Colon Cleanse

prediction

Text classification
" D

» All About The Company
Global Activities

:

Corporate Structure

Tota Story
Upstroom Stratogy
O Domnsteam srategy
S ¢ :
SR TOTAL Foundation
A
R Homepage
RN
e
) -
sl all about the

company

Our energy exploration, production, and distribution
operations span the globe, with activities in more than 100
couniries.

At TOTAL, we draw our greatest strength from our
fast-growing ol and gas reserves. Our strategic emphasis
on natural gas provides a strong position in a rapidly
expanding market

Our expanding refining and marketing operations in Asia
and the Mediterranean Rim complement already solid
positions in Europe, Afiica, and the U.S

Our growing specialty chemicals sector adds balance and
proft to the core energy business
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Company home page
Vs

Personal home page
VS

Univeristy home page

VS




Obiject detection

(Prof. H. Schneiderman)

Example training images

for each orientation
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Weather prediction
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The classification pipeline
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Regression

predicting a numeric value

Stock market
" JEEE

2008 Aug Sep oct Nov Dec 2009

= Volume 4,725,049,856

e




Weather prediction revisted

s/ —~
) Temperature
7 iClarksburg
< Fn;sburqh PA ‘wunderground.com M
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Similarity

finding data

Given image, find similar images

http://www.tiltomo.com/ 4¢




Similar products

Processing: A Programming Handbook for Visual Designers and Artists (Hardcover)

by Casey Reas (Author), Sen Fry (Author), John Maeds (Foreword)
ook [+ (13 cuscomer reviews)

Available from these sellers.

31new from $47.05 8 used from $43.56

Get Free Two-Day Shipping
Get Free Two-Day Shipping for three months with a special extended free brial of Amazon Prime’™. Add tis eligible textbook to your cart to qualify. Sign up at checkout. See details

See larger image
‘Share vour own customer images

Pubisher: learn how customers can search
inside this booc

Please tell the publisher:
s, 1'dlike to read this book

Don't have 2 Kindle? Get
yours here,

Related Education & Training Services in Pittsburgh qurarsme) | crance ecsson

Learn HTML Coding
www.FullSail.edu « Earn Your Bachelor's Degree in Web Design and Development.

Create Websites with HTML
http://wwiw.unex.Berkeley.edu « Learn HTML Online, Start Anytime! with UC Berkeley Extension

Intensive XSLT Treining
wiww.objectdatalabs.com/course10.2sp - OnSite or in NYC, LA, SFO, ORD, DC Will customize & train as few as 3

Customers Who Bought This Item Also Bought

- =
e
N
e Srias b Doors o [T fomneret
e ST = A
EA o o 5263 i a0 $19.00 —— o 3445
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Clustering Data: Group similar things
"

= Auton’s Graphics I
x1
0.8
0.6
0.4
0,2
0 0.2 0.4 0.6 0.8 1
x0
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Clustering images
" N

Set of Images

e
©2005-2014 Carlos Guestrin [Goldberger et al.] 20
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Clustering web search results

Cluster Human contains 8 documents.
clusters LN ST

Al Results (235) L Race (classification of human beings) - Wikipedia, the free ... & X &

© Carizs) ‘The term race or racial group usually refers to the concept of dividing humans into populations or groups on the basis of various sets of characteristics. The most widely used human racial
categories are based on visible traits (especially skin color, cranial or facial features and hair texture), and self-identification. Conceptions of race, as well as specific ways of grouping races, vary
by culture and over time, and are often controversial for scientific as well as social and political reasons History - Modern debates - Political and ...

© Race cars ()

© Photos, Races Scheduled (5) en.wikipedia.org/wiki/Race_(classification_of_human_beings) - [cache] - Live, Ask
SjGame 8 2. Race - Wikipedia, the free er ia 8 2 &
@ Track (3) General. Racing competitions The Race (yachting race), or La course du millénaire, a no-rules round-the-world sailing event; Race (biology), classification of flora and fauna; Race (classification

of human beings) Race and ethnicity in the United States Census, official definitions of "race" used by the US Census Bureau; Race and genetics, notion of racial classifications based on
genetics. Historical definitions of race; Race (bearing), the inner and outer rings of  rolling-element bearing. RACE in molecular biology "Rapid ... General - Sumames - Television - Music
rature - Video games.

en.wikipedia.org/wiki/Race - [cache] - Live, Ask

© Nascar(2)

© Equipment And Safety (2)
© Other Topics (7)

© Photos ) 3. Publications | Human Rights Watch & & &
o The use of torture, unlawful rendition, secret prisons, unfar trials, ... Risks to Migrants, Refugees, and Asylum Seekers in Egypt and Israel .. In the run-up to the Beijing Olympics in August 2008,
ame (14) .
© Definition (13) ‘wwwhrw.orglbackgrounder/usalrace - [cache] - Ask
© Team (15) 4. Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich ... & Q &
© Human ) Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich, Frank Miele: Books ... From Publishers Weekly Sarich, a Berkeley emeritus anthropologist, and Miele, an editor .
‘www.amazon.com/Race-Reality-Differt t 13340861 - [cache] - Live
© Classification Of Human (2)
© Statement, Evolved (2 5. AAPA on Aspects of Race & A &

X AAPA Statement on Biological Aspects of Race ... Published in the American Journal of Physical Anthropology, vol. 101, pp 569-570, 1996 ... PREAMBLE As scientists who study human
SlOtherdopios ) evolution and variation,
© Weekend ) ‘www.physanth.org/positionsirace htmi - [cache] - Ask
© Ethnicity And Race (1)
© Rac
© Race Information (s)
more | all clusters

>

race: Definition from Answers.com & A &

for the Cure () race n. Alocal geographic or global human population distinguished as a more or less
www.answers. comitopic/race-1 - [cache] - Live

inct group by genetically transmitted physical

~

Dopefish.com & Q &

Site for newbies as well as experienced Dopefish followers, chronicling the birth of the Dopefish, its numerous appearances in several computer games, and its eventual take-over of the human
find in clusters: race. Maintained by Mr. Dopefish himself, Joe Siegler of Apogee Software.

www.dopefish.com - [cache] - Open Directory

©2005-2014 Carlos Guestrin 21

Recommender Systems

figuring out what your customers want

©2005-2014 Carlos Guestrin 22
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Collaborative Filtering
= JEEE
m Goal: Find movies of interest to a user based on
movies watched by the user and others

m Methods: matrix factorization

o

©2005-2014 Carlos Guestrin 23
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a&% Women on the Verge of a
' 4 Nervous Breakdown

‘12.

S

Cemsr™D

The Celebration

City of God
What do | &
commend??7%,

& Wild Strawberries

m La Dolce Vita
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" NS

Embedding

visualizing data

Embedding images

Images have thousands or
millions of pixels.

Can we give each image a
coordinate,
such that similar images
are near each other?

Nﬁhﬂbdbdhdbdbdbdbdiﬂiﬁ

[Saul & Roweis ‘03] 26
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Embedding words

©2005-2014 Carlos Guestrin

[Joseph Turian] 27

Embedding words (zoom in
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" NS

Reinforcement Learning

training by feedback

©2005-2014 Carlos Guestrin 29

Learning to act

m Reinforcement learning

m An agent
1 Makes sensor observations
0 Must select action
1 Receives rewards
= positive for “good” states
= negative for “bad” states

[Ng et al. '05]

©2005-2014 Carlos Guestrin 30
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Bringing it all together...

©2005-2014 Carlos Guestrin

31

Combining video, text and audio

HURLEY: Uh ... the
Chinese people have
water.

(Sayid and Kate go
to check it out.)

[EXT. BEACH -
CRASH SITE]

(Sayid holds the
empty bottle in his
hand and questions
Sun.)

SAYID: (quietly)
Where did you get
this?

(He looks at her.)

[EXT. JUNGLE]

(Sawyer is walking
through the jungle.
He reaches a spot.
He kneels down and
looks back to check
that no one's
followed him.

moos-zxaﬁmguﬁt al.

SAYID

HOLDING

16



smile

Automatically Discovered and o

{JACK) (shouts) (

(Sawyer) (wakes up) ()

follow

(Kate) (follows) (Jack)

swim

Sawyer) (turns) (swimming;

grab kiss open door

(Kate) (grabs) (case)| (Shannon) (kisses) (ear) (door) (opens) ()

@R2005-2014 Carlos Guestrin

Growth of Machine Learning
* 0
One of the most sought for specialties in industry today!!!!
m Machine learning is preferred approach to
Speech recognition, Natural language processing
Computer vision
Medical outcomes analysis
Robot control

Computational biology
Sensor networks

= This trend is accelerating, especially with Blg Data

Improved machine learning algorithms

Improved data capture, networking, faster computers
Software too complex to write by hand

New sensors / IO devices

Demand for self-customization to user, environment

©2005-2014 Carlos Guestrin 34
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Syllabus

m Covers a wide range of Machine Learning
techniques — from basic to state-of-the-art

m You will learn about the methods you heard about:

Point estimation, regression, naive Bayes, logistic regression, nearest-neighbor,
decision trees, boosting, perceptron, overfitting, regularization, dimensionality
reduction, PCA, recommender systems, matrix factorization, SVMs, kernels, margin
bounds, K-means, EM, mixture models, semi-supervised learning, neural networks,
reinforcement learning...

m Covers algorithms, theory and applications
m It’s going to be fun and hard work ©

©2005-2014 Carlos Guestrin 35

Prerequisites
N

Formally:
STAT 341, STAT 391, or equivalent

Probabilities
Distributions, densities, marginalization...
Basic statistics
Moments, typical distributions, regression...
Algorithms
Dynamic programming, basic data structures, complexity...
Programming
Python will be very useful
We provide some background, but the class will be fast paced

Ability to deal with “abstract mathematical concepts”

©2005-2014 Carlos Guestrin 36
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Staff
= JEE

m Two Great TAs: Great resource for learning, interact
with them!

Akshay Srinivasan
Office hours: Wednesdays 4:30-6:30pm

TianyiZhou
Office hours: Tuesdays 4:30-6:30pm

Prof: Carlos Guestrin
Office hours: Mondays 5:30-6:30pm

©2005-2014 Carlos Guestrin 37

Communication Channels
" JEE—
m Only channel for announcements, questions,
etc. — Catalyst Group:

https://catalyst.uw.edu/gopost/board/tianyizh/35317/
Subscribe!
All non-personal questions should go here
Answering your question will help others
Feel free to chime in

m For e-mailing instructors about personal issues,
use:
csep546-instructors@cs.washington.edu

©2005-2014 Carlos Guestrin 38
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Text Books
" S

m Required Textbook:

Machine Learning: a Probabilistic Perspective; Kevin Murphy

m Optional Books:
Pattern Recognition and Machine Learning; Chris Bishop

The Elements of Statistical Learning: Data Mining, Inference,
and Prediction; Trevor Hastie, Robert Tibshirani, Jerome
Friedman

Machine Learning; Tom Mitchell

Information Theory, Inference, and Learning Algorithms; David
MacKay

©2005-2014 Carlos Guestrin 39

Grading
" JEE——
m 4 homeworks (70%)

First one goes out this week

m Start early, Start early, Start early, Start early, Start early,
Start early, Start early, Start early, Start early, Start early,
Start early, Start early, Start early, Start early, Start early,
Start early, Start early, Start early, Start early, Start early

m Final project (30%)
Full details out around next week
Projects done individually, or groups of two students

©2005-2014 Carlos Guestrin 40
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Homeworks
S

Homeworks are hard, start early ©

Due in the beginning of class

33% subtracted per late day

All homeworks must be handed in, even for zero credit
Use Catalyst to submit homeworks

Collaboration
You may discuss the questions
Each student writes their own answers
Write on your homework anyone with whom you collaborate
Each student must write their own code for the programming part

Please don’t search for answers on the web, Google, previous years’
homeworks, etc.

= please ask us if you are not sure if you can use a particular reference

©2005-2014 Carlos Guestrin a

Projects
N

An opportunity to exercise what you learned and to learn new things
Individually or groups of two
Must involve real data

Must be data that you have available to you by the time of the project proposals
Must involve machine learning

It's encouraged to be related to your research, but must be something new
you did this quarter
Not a project you worked on during the summer, last year, etc.

Full details in a week or so

Mon., January 27 by 6:30pm: Project Proposals
Mon., February 24 by 6:30pm: Project Milestone
Mon., March 17 by 6:30pm: Poster Session
Mon., March 19 by 6:30pm: Project Report

©2005-2014 Carlos Guestrin 42
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Enjoy!
" JEE
m ML is becoming ubiquitous in science,
engineering and beyond

m |t's one of the hottest topics in industry today

m This class should give you the basic foundation
for applying ML and developing new methods

m The fun begins...

Point Estimation
MLE

Machine Learning — CSEP546
Carlos Guestrin
University of Washington

January 6, 2014

22



Your first consulting job
" JEE
m A billionaire from the suburbs of Seattle asks you
a question:

He says: | have thumbtack, if | flip it, what's the
probability it will fall with the nail up?

You say: Please flip it a few times:

You say: The probability is:
He says: Why???

You say: Because...

©2005-2014 Carlos Guestrin

Thumbtack — Binomial Distribution
"
m P(Heads) =6, P(Tails)=1-6

m Flips are i.i.d.:
Independent events

Identically distributed according to Binomial
distribution

m Sequence D of o,y Heads and o Tails

P(D|§) = 0%H(1 — §)°T

23



Maximum Likelihood Estimation
“

m Data: Observed set D of o, Heads and o Tails

m Hypothesis: Binomial distribution

m Learning 6 is an optimization problem
What's the objective function?

m MLE: Choose 0 that maximizes the probability of
observed data:

~

0 = arg meax P(D|0)
= arg m@ax In P(D | 0)

Your first learning algorithm

“ JE
6 = argm@ax In P(D | 6)

= argm@ax In6*H (1 — 6)T

m Set derivative to zero: di InP(D|6) =0

24



What about continuous variables?
* JEE—
m Billionaire says: If | am measuring a continuous
variable, what can you do for me?
m You say: Let me tell you about Gaussians...
1 —@=p?

P(x ,0) — ———€ 2052
(z | p,o) o

Some properties of Gaussians
* JEE
m affine transformation (multiplying by scalar and
adding a constant)
X~ N(w,0%)
Y=aX+b = Y~ N(aut+b,a?0?)

m Sum of Gaussians
X ~ Ny, 0%)
Y ~ N(uy,0%)
Z=X+Y = Z~ N(ux+uy, 0%+0?)

50

25



Learning a Gaussian
= JEE
m Collect a bunch of data

Hopefully, i.i.d. samples
e.g., exam scores

m Learn parameters

Mean
Variance

1 —(a—p)?
Pz | p,o) = ——e 202

©2005-2014 Carlos Guestrin

MLE for Gaussian
" JEE
m Prob. of i.i.d. samples D={x1,...,xN}:

1 ~(aig?
P(D'“’”:(O-m) He =

m Log-likelihood of data:

1 \V N —(%-2#)2
INnP(D | pu,0) = In e 20
(D 1,0) (v=) 1

N (2 — )2
= Ninovar- Y & 2“)
i=1 20

26



Your second learning algorithm:

. dLEformean of a Gaussian

m What’s MLE for mean?

(z; — p)?
202

d d N
—InP(D|po0) = — |-Ninov2r— Y

MLE for variance
* JEE—
m Again, set derivative to zero:

d d N )2
L InP(MD|po) = — |-Ninov2r — (@i = 1)
do do o2

=1 2
d Nod [(z;—p)?
= — |=NlnoV2m| — — L
do [ 7 ﬂ-} z; do l 252

27



Learning Gaussian parameters
“

= MLE: ~ 1 N
AMLE = — Y @
N, =
2 1 X 2
OMLE = NZ(%—/TL)
i=1

m BTW. MLE for the variance of a Gaussian is biased
Expected result of estimation is not true parameter!

Unbiased variance estimator: N
. 1 2
Ounbiased — N1 Z (xz - .u)
i=1

©2005-2014 Carlos Guestrin 55

What you need to know...
* JEE
m Learningis...
Collect some data
s E.g., thumbtack flips
Choose a hypothesis class or model
= E.g., binomial
Choose a loss function
= E.g., data likelihood
Choose an optimization procedure

s E.g., set derivative to zero to obtain MLE
Collect the big bucks

m Like everything in life, there is a lot more to learn...
Many more facets... Many more nuances...
The fun will continue...

©2005-2014 Carlos Guestrin 56
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Linear Regression

Machine Learning — CSEP546
Carlos Guestrin
University of Washington

January 6, 2014

Prediction of continuous variables
* JEE

m Billionaire sayz: Wait, that’s not what | meant!

m You sayz: Chill out, dude.

m He sayz: | want to predict a continuous variable
for continuous inputs: | want to predict salaries
from GPA.

m You sayz: | can regress that...

29



The regression problem
* JEE

m Instances: <X;, tj>
m Learn: Mapping from x to t(x)

m Hypothesis space: H=1{hy,... hg}

Given, basis functions
Find coeffs w={w;,...,w,} Hx) & f(x) = 22 wihi(x)
data

Why is this called linear regression???
= model is linear in the parameters

m Precisely, minimize the residual squared error:

w* = argm“i,nz <t(xj) - Zwihi(xj))

59

©2005-2014 Carlos Guestrin

residual error

[l

K basis functions weights observations
rin 60

auny siseq )
o+
I
sjuiod eyep N

s
I
sjuiod eyep N

The regression problem in matrix notation

©2005-2014 Carlos Guestr
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Minimizing the Residual
“
w'o= argn‘lhiln(Hw—t)T(Hw—t)

. 7

residual error

©2005-2014 Carlos Guestrin

61

Regression solution = simple matrix operations

" JEE
w* = argmin(Hw —t)7 (Hw —t)

A g
~"

residual error

solution: w* = (H™H) " H"t =
' b
A1

e f

A 'b

where A = H'H —{

kxk matrix kx1 vector

for k basis functions

©2005-2014 Carlos Guestrin 62
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But, why?
" JEE
m Billionaire (again) says: Why sum squared error???
m You say: Gaussians, Dr. Gateson, Gaussians...

m Model: prediction is linear function plus Gaussian noise

t(x) = 2i w; hi(x) + &,

m | earn w using MLE _[t_z'w,h.(x)]z
7 171

(t | O) -
I X, W,
oV 27

e 202

©2005-2014 Carlos Guestrin

Maximizing log-likelihood
" S
Maximize: N N —[t-5 wihix)]?

202

1 A A}
InP(D |w,o0) =In e
(D | w,0) (0 %) i

Least-squares Linear Regression is MLE for Gaussians!!!

32



Bias-Variance Tradeoff

Machine Learning — CSEP546
Carlos Guestrin
University of Washington

January 6, 2014

Bias-Variance tradeoff — Intuition
« S

m Model too “simple” = does not fit the data well
A biased solution

m Model too complex =» small changes to the
data, solution changes a lot
A high-variance solution

33



(Squared) Bias of learner
“ JE
m Given dataset D with N samples,
learn function hp(x)
m If you sample a different dataset D’ with N samples,
you will learn different hy’(x)
m Expected hypothesis: Ej[hy(x)]

m Bias: difference between what you expect to learn and truth
Measures how well you expect to represent true solution
Decreases with more complex model
Bias? at one point x:
Average BiasZ

©2005-2014 Carlos Guestrin 67

Variance of learner
" JEE
m Given dataset D with N samples,
learn function hp(x)

m If you sample a different dataset D’ with N samples,
you will learn different hy’(x)

m Variance: difference between what you expect to learn and
what you learn from a particular dataset
Measures how sensitive learner is to specific dataset
Decreases with simpler model
Variance at one point x:
Average variance:

©2005-2014 Carlos Guestrin 68
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Bias-Variance Tradeoff
" JEE
m Choice of hypothesis class introduces learning bias

More complex class — less bias
More complex class — more variance

e I \ / \‘(‘ /«““ \ }‘ | \ g"‘;
\ | ‘f‘ ¥, ‘\\‘/js‘ \\ ‘( \ ’ \/ \

l
i IR

Select points by clicking on the graph or press Example Select points by clicking on the graph or press Example |  Select points by clicking on the graph or press Example

@ FitYtoX @ FitYtoX

Degres ofpohynomial; [1 v | © FitYtoX Degree of polynomial:  [13 v Degree of poynomial:  [13 v
C FitXto Y  FitXto Y © FitXto ¥

Calculate | View Palynomial | Reset Calculate | View Polynomial | Reset Calculate | View Polynomial | Reset
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Bias-Variance Decomposition of Error
. hn(z) = Eplhp()]
B

m Expected mean squared error: MSE = Ep [Em [(t(w) - hD(w))QH
m To simplify derivation, drop x:

m Expanding the square:
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Moral of the Story:
Bias-Variance Tradeoff Key in ML
N

|
m Error can be decomposed:
MSE = Ep [E [(t(x) - hD(x))QH

= B, |(t(x) = Fn(@))’] + Bp |E: | (h(e) ~ hn (@)’

m Choice of hypothesis class introduces learning bias
More complex class — less bias
More complex class — more variance

What you need to know
" JEE
m Regression
Basis function = features
Optimizing sum squared error
Relationship between regression and Gaussians
m Bias-variance trade-off
m Play with Applet
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More complex class — less bias

More complex class — more variance

Bias-Variance Tradeoff

m Choice of hypothesis class introduces learning bias

Select points by clicking on the graph or press _ Example

Degree of polynomial:  [1 | © FitVtoX Degree of poynomial:  [13 w | © FitYtoX
CFitkto Y  FitXto Y

Calculate | View Polynomial | Reset Calculate \/lechNr\olmal‘ Reset

Select points by clicking on the graph or press
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Example | Selectpoints by clicking on the graph or press

1|

Degree of poynomial:  [13 v | © Fit¥1X
© FitXto Y

Calculate | View Polynomial | Reset |
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Example ‘
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Training set error . - .y (- Sone)
. J
m Given a dataset (Training data)

m Choose a loss function
e.g., squared error (L,) for regression
m Training set error: For a particular set of
parameters, loss function on training data:
Nirain

ErToTrain(W) = tham Z (t(xj)—zwihi(xj)>

=1

'

Training set error as a function of
model complexit
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Prediction error 8

“ § ‘
m Training set error can be poor HA
measure of “quality” of solution i \/ \

m Prediction error: We really care J \
about error over all possible input _
points, not just training data:

(t(x) — Zwihi(x)> ]

lect points by clicking on the graph or press  Example
13 v © X

erroryue(w) = FEx

= /(t(x)—Zwihi(x)> p(x)dx

Prediction error as a function of model

complexity: Bias/Variance tradeoff

2
T truc(W) = /<t(x)—2uv;lz,(x)> p(x)dx




Prediction error as a function of
m I

mplexity: train v. true error

<t(xj) - Z H/'l'h,'(xj))
/(1( )= 3w (x>>2;(x) x

¢ *
LA\ K

£ E

n(W

erTorirai
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Computing prediction error

" JEE—
m Computing prediction

Hard integral
May not know t(x) for every x

Errorirye(W) = /(t(x)—Zwihi(x)) p(x)dx

m Monte Carlo integration (sampling approximation)

Sample a set of i.i.d. points {X,...,xy} from p(x)

Approximate integral with sample average

M 2
1
erroryue(W) = i Z <t(xj) - Zwihi(xj)>
j=1 i
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Why training set error doesn’t

approximate prediction error?

Sampling approximation of prediction error:

M 2
1
errorirue(W) = i ]Z_:l (t(xj) — ;wihi(xj)>
Training error :

Ntrui‘n 2
1
erToTirain(W) = N > (t(xj)—Zwihi(x_,-)>
rawm J:

Very similar equations!!!
Why is training set a bad measure of prediction error???
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Why training set error doesn’t

gggrgximate grediction error?

Because you cheated!!!

Training error good estimate for a single w,
But you optimized w with respect to the training error,
and found w that is good for this set of samples

Training error is a (optimistically) biased
estimate of prediction error

Very similar equations!!!
Why is training set a bad measure of prediction error???
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Test set error R (S

m Given a dataset, randomly split it into two parts:

Training data — {x;,..., Xntraint

Test data — {Xy,..., Xytest}
m Use training data to optimize parameters w

m Test set error: For the final output \II\V, evaluate

the error using:

Nicst 2
1 es
errores(w) = N, > (t(xj)—Zwihi(xj)>

et j=1 i

'

Test set error as a function of

. .model complexit
XL 5 <
z /= =
A R
| W- =z
-~ | S~—
LR AL
s =< a‘;
! fb\]l I -
€< = ”
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Overfitting
" JEE
m Overfitting: a learning algorithm overfits the

training data if it outputs a solution w when there
exists another solution w’ such that:

lerrorirqin (W) < errortrain(wl)]/\[eTTOTtrue(Wl) < erroryye(w)]
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How many points to | use for
training/testing?

m Very hard question to answer!
Too few training points, learned w is bad
Too few test points, you never know if you reached a good solution
Some theoretical bounds can be useful in theory... ©

m More on this later this quarter, but still hard to answer
m Typically:

If you have a reasonable amount of data, pick test set “large enough”
for a “reasonable” estimate of error, and use the rest for learning

If you have little data, then you need to pull out the big guns...
= e.g., bootstrapping
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Error estimators
= JEEE

errori (W) = /(I(x)—Zlv,lz,(X)) p(x)dx

Necet 2
1
errorpea(w) = T{ Z (f(x;)—zu'xhi(xj))
st j=1 i

87
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Error as a function of number of training
examples for a fixed model complexity
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little data infinite data
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Error estimators
= JEE

Be careful!!!

Test set only unbiased if you never never ever ever
do any any any any learning on the test data
For example, if you use the test set to select
the degree of the polynomial... no longer unbiased!!!
(We will address this problem later in the quarter)

Nicat

1
erroryes(w) = \—Z
Niest

=1

(t(x,) - Zu',h;(xﬂ)
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What you need to know
" JEE—
m True error, training error, test error
Never learn on the test data
Never learn on the test data
Never learn on the test data

Never learn on the test data
Never learn on the test data

m Overfitting
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