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Set of Images




Clustering web search results

web news images wikipedia blogs jobs

race

advanced
preferences

All Results (238)
A Q@ Car (23
© Race cars (7)
© Photos, Races Scheduled (5)
@ Game (4)
@ Track (3)
@ Nascar (2)
@ Equipment And Safety (2)
@ Other Topics (7)
© Photos (22)
© Game (14)
© Definition (13)
© Team (18)
’ @ Human s
@ Classification Of Human (2)
@ Statement, Evolved (2)
@ Other Topics (4)
¢ O Weekend @)
© Ethnicity And Race (7)
I © Race for the Cure (3)

@ Race Information ()

more | all clusters

find in clusters:

( Find

B

. Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich ...

Cluster Human contains 8 documents.
clusters [JEGTI V- G

remix

Race (classification of human beings) - Wikipedia, the free ... & A &

The term race or racial group usually refers to the concept of dividing humans into populations or groups on the basis of various sets of characteristics. The most widely used human racial
categories are based on visible traits (especially skin color, cranial or facial features and hair texture), and self-identification. Conceptions of race, as well as specific ways of grouping races, vary
by culture and over time, and are often controversial for scientific as well as social and political reasons.History - Modern debates - Political and ...

en.wikipedia.org/wiki/Race_(classification_of _human_beings) - [cache] - Live, Ask

. Race - Wikipedia, the free encyclopedia & A &

General. Racing competitions The Race (yachting race), or La course du millénaire, a no-rules round-the-world sailing event; Race (biology), classification of flora and fauna; Race (classification
of human beings) Race and ethnicity in the United States Census, official definitions of “race" used by the US Census Bureau; Race and genetics, notion of racial classifications based on
genetics. Historical definitions of race; Race (bearing), the inner and outer rings of a rolling-element bearing. RACE in molecular biology "Rapid ... General - Surnames - Television - Music -
Literature - Video games

en.wikipedia.org/wiki/Race - [cache] - Live, Ask

. Publications | Human Rights Watch & & &

The use of torture, unlawful rendition, secret prisons, unfair trials, ... Risks to Migrants, Refugees, and Asylum Seekers in Egypt and Israel ... In the run-up to the Beijing Olympics in August 2008,

www.hrw.org/backgrounder/usalrace - [cache] - Ask

B A&
Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich, Frank Miele: Books ... From Publishers Weekly Sarich, a Berkeley emeritus anthropologist, and Miele, an editor ...
www.amazon.com/Race-Reality-Differences-Vincent-Sarich/dp/0813340861 - [cache] - Live

. AAPA Statement on Biological Aspects of Race ® A &

AAPA Statement on Biological Aspects of Race ... Published in the American Journal of Physical Anthropology, vol. 101, pp 569-570, 1996 ... PREAMBLE As scientists who study human
evolution and variation, ...
www.physanth.org/positions/race.html - [cache] - Ask

. race: Definition from Answers.com & & &

race n. A local geographic or global human population distinguished as a more or less distinct group by genetically transmitted physical
www.answers.com/topic/race-1 - [cache] - Live

Dopefish.com & Q &

Site for newbies as well as experienced Dopefish followers, chronicling the birth of the Dopefish, its numerous appearances in several computer games, and its eventual take-over of the human
race. Maintained by Mr. Dopefish himself, Joe Siegler of Apogee Software.

www.dopefish.com - [cache] - Open Directory
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Example

"
(Taken from Kevin Murphy’s ML textbook)
m Data: gene expression levels

m Goal: cluster genes with similar expression trajectories

yeast microarray data

0 95 115 135 155 18.5 20.5
time

LU
VAN
PPN
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— Auton’s Graphics [
Some Data "
" A
0.8 ——
0.8 ——
0,4 T
0’2 ——
I 1 1 - 1 1 1
T T T T T T
J 0 0,2 0.4 0.6 0.8 1
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— Auton’s Graphics [
K-means
" J
0.8 T
1. Ask user how many

clusters they'd like.

(e.g. k=5
0.6 T
0.4 T
0,2 T

t t t t t t
| 0 0,2 0.4 0.6 0.8 1
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— Auton’s Graphics [ J_

K-means
" A

1. Ask user how many
clusters they'd like.
(e.g. k=5)

2. Randomly guessk | ®® 7
cluster Center

locations
0,4 T
0.2 ——
" l l l l l
T T T T T T
| 0 0,2 0.4 0,6 0.8 1

%07
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— Auton’s Graphics I 4”

K-means |
I

1. Ask user how many
clusters they'd like.
(e.g. k=5)

2. Randomly guessk | ®F
cluster Center
locations

0.8

3. Each datapoint finds | o.4
out which Center it's
closest to. (Thus
each Center “owns”
a set of datapoints) | °2

%07
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= Auton’s Graphics [ 4”

K-means |
I

1. Ask user how many
clusters they'd like.
(e.g. k=5)

2. Randomly guessk | ®F
cluster Center
locations

0.8

3. Each datapoint finds | o.4
out which Center it’s
closest to.

4. Each Center finds
the centroid of the
points it owns

0,2

%07
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K-means
I

1.

Ask user how many
clusters they'd like.
(e.g. k=5)

Randomly guess k
cluster Center
locations

Each datapoint finds
out which Center it’s
closest to.

Each Center finds
the centroid of the
points it owns...

...and jumps there

...Repeat until
terminated!

Auton’s Graphics

x1

0.8

0.6

0.4

0,2

Sl

——

0,2

/!
T

0.8

——

%07

——
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K-means
" J——
m Randomly initialize kcenters (0"’5"\“*9)
WO = 1, © @ kec ki,

m Classify: Assign each point jE{1,...N} to nearest
center: ‘/4"{"?"4{' /*\lusf "\"’7’\5 C&oy_gonv mtic

CG) —argminlu; -zl e B ot
FixC, opiae
m Recenter: . becomes CentroiW
M(t‘f'l)(_argmm 5 = o %__’,'H }]:{5"’{0('{0{«
) 0 J =) ‘ d Z

Kot ol IOD=IE of petlagl, ) T S

Equivalent to u, < average of its pomts' ﬂPﬁl/ds n

Classde.
©Carlos Guestrin 2005-2014




What is K-means optimizing?
" JENTETE

m Potential function F(u,C) of centers u and point

I ions C: Ik dafe poiaf
allocations CN oo d p

F(p,C) = Y o) — l1°
[ P » 1

J.:

m Optimal K-means:
min,ming F(w,C)

}J?—ﬁ:l [ b‘\Jf w/iy! Il (Xo COC)/J‘\qg'l'

\
st 4 hopt b bh bt L)




Does K-means converge??? Part 1
= B

m Optimize potential function:

k
minmin F(g,C) = minmin > ) ||,uz-—a:j||2
Heoo Y = e(G)=

m Fix u, optlmlze C

M MmN L mag qlu(()\ )( “

cy k) vy

oy optimiiatiy
OF‘" “f«?: it

—;) Fw Lac‘\}-' Min ”MC{Q “X\)” gé— ’&SS\'B

C(J)




Does K-means converge??? Part 2
" A
m Optimize potential function:

k
min m(/in F(u,C) = min m(/in i;j;c%):i Huj__xﬂF
m Fix C, optimize b :
L (— In J\T Df".
MmN min . A Z Z (| p;-y)\l Je Clido-
Mo M ()= funler

2
_/3 \COV ¢ ach [ Min Z ‘ (\/A\ ~)\()" e Mtlnte”



Coordinate descent algorlthms

Fl0 o—

— ]2
] muln ménF(p C) = muln mén g ) Z .||uz ]|
i=15:00)=1
‘ f

= Want: min, min, F(a,b)
™

m Coordinate descent:
]
\—» - Msj ("
| \ Q/ CMV)(

f|x a, m|n|m|ze b
fix b m|n|m|ze a

repeat

m Converges!!!
if F is bounded

to a (often good) local optimum

m as we saw in applet (play with it!) —

(For LASSO it converged to the global
optimum, because of convexity)

m K-means is a coordinate descent algorithm!
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Mixtures of

(Gaussians

Machine Learning — CSEP546
Carlos Guestrin

University of Washington
February 18, 2014
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(One) bad case for k-means
" A
iy m Clusters may overlap

Shept) o~
/ Y / "M u Some clusters may be
“‘wider” than others

((n'l".’x [(njflj Gt nd'lt (JnOo.jl\

K"Na,.; 0'\'

7
Cenfos




— Auton’s Graphics i =l_”

"
Non-
spherical

data
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Quick Review of Gaussians
" A

m Univariate and multivariate Gaussians

4
N(z|p,0?)

Nt = oo )

(2%02)1/2 9

I, st /Z

et
8

A\Mh ~ ™ 04

N, %) = s s exo { 5 06— ™ - ) |
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Two-Dimensjonal Gaussjans |,

W Corre e
6|z>6-) ?oS five (mgm”lm.., -') B! XN A
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Gaussians in d Dimensions
"

-

(

7

[
M

P(x)=

|

4
Y

§ {Mmlh (
3 meriy

bij = 0y

-

Q) IS eXpl__(X ) =

O—Z

X—M)] V"':‘Afo_
/ T

L

( ovas om0

bitwitn, Aimg § 3 (




Learning Gaussians
"

1 1 T 1
P(x) = 2m) IS eXpl—E(X—‘u) 2 (X—/,t)

m Given data: Y', {2' Yh
m MLE for mean:

_ {
e 2L
m MLE for covariance: n
N
6'(') '_L ?(:; é: (M-,-X.) (/") X
A



When the world is not Gaussian
" A

m Distribution of male heights in US Jk
: i)

Mms"lon
m Distribution of male heights in Sw ded(f"‘i‘( b _
~
ok - -
\ « - /"‘J’v6 '
m What if we mix these together? e
A USK: 3661 ¢ Aiffee of

()br S“'O(ln: [o |

©Carlos Guestrin 2005-2014 23



Gaussian Mixture Model
" A

m Most commonly used mixture model

m Observations: ¥', .. ¥"

K - CeanS§anf
m Parameters:

M 7. A 235{%... l.‘}

m Cluster indicator: 2)5» Which (tussian
& rOZ'H' Comy 5 Fonn

m Per-cluster likelihood:

Ltwr\ oS C-b-uss‘,m pt /{MSI"’,"I’ v LG‘A 2)

m Ex. 2 =country of origin, £ = height of it" person
k'™ mixture component = distribution of heights in country k

©Carlos Guestrin 2005-2014 24



ﬂ\.SA - 200M

Generative Model T
ﬂj‘vu{n - fom
" A ﬁ‘

m \We can think of sampling observations
from the model ~ =

m For each observation J,
1 Sample a cluster assignment

Z; ScmrLA i P"B "l;“&,“‘ e

1 Sample the observation from the
selected Gaussian

X'~ N (M 7))

\ , 2
Lefwda o e (671 1(3") >

©Carlos Guestrin 2005-2014 25



Density Estimation
"

m Estimate a density based on x7,...,xN

5, ht Myl ¢
G‘G\usﬁ}m}

from  sinds =




Density Estimation
"

)(' Contour Plot of Joint Density

f“’”f‘*\;’;

'Fyé..,, .0.6 -
MiXh,

0.55

0.5F

0.451

0.4

0.35[;

0.3F

0.25f




Density as Mixture of Gaussians

m Approximate density with a mixture of Gaussians

0.75

0.7

0.65

0.6

0.55

0.5F

0.451

0.4

0.35

0.3

0.25

Mixture of 3 Gaussians

s'}

i

Contour Plot of Joint Density

0.6

0.55

0.5

0.451

0.4

0.35[;

0.3

0.25f

C \‘ S -
N\ |
NS,
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Density as Mixture of Gaussians

m Approximate density with a mixture of Gaussians

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

Mixture of 3 Gaussians

;;\

p(gfi\ﬂ, %) =

21, Nk, 2)




Density as Mixture of Gaussians

m Approximate with density with a mixture of Gaussians

Mixture of 3 Gaussians Ol.” actual O.b servat:on;

0.75 5’;’“ 1 |

0.7

050 05¢
- §
& w AN IV

0 0.5 1

C. Bishgp, Pattern, Recognition & Machine Learging



Clustering our Observations
"

m Imagine we have an assignment of each x’' to a Gaussian
Our actual observations

from bt

057

0 05 ! 0 05 I
Complete data labeled
by true cluster assignments

C. Bishgp, Pattern Recognition & Machine Learging



Clustering our Observations
"
m Imagine we have an assignment of each x’' to a Gaussian

m Introduce latent cluster
indicator variable Z/

d | & Cob- of ccch f’o}mt

m [hen we have

p(x*| A, 7, 1, X) = N("‘bh,%_\
‘l" wi had z\, (Sﬁm\liv
M lue 1 e wald Lo @y

057

0 0.5 1
Complete data labeled
by true cluster assignments

C. Bishgp, Pattern Recognition & Machine Learging



{ (‘@— ’\mq

Clustering our Observations . %/

(

1
( the
" JEE s ;,‘2
m We mLLSt infer the cluster aSS|gnments from the observations “ & a
ik & o nrh flh‘\ | (Orves f(STMS,\) \\',I‘J

Eyon (lushr /wam m Posterior probabilities of
- assignments to each cluster
*given* model parameters:

7“7;5 :p(zz :&|£Bi,ﬂ',,u, Z) —

x(sHa. Vtrsen GF Kmey 13

057

0 0.5 1 ,
Soft assignments to clusters "%"'\"2‘3
| DR
<]

C. Bishgp, Pattern, Recognition & Machine Learging



Unsupervised Learning:

_ not as hard as it looks
@ G:\D Sometimes easy

Sometimes impossible

° @ @ and sometimes in between




Summary of GMM Concept
" SN

m Estimate a density based on x7,...,xN

p(xilﬂ-aua Z) _ Z szN( ’:uz@ )

057

0 0.5 1
Complete data labeled Surface Plot of Joint Density,
by true cluster assignments Marginalizing Cluster Assignments

©Carlos Guestrin 2005-2014 35



Summary of GMM Components
" I

m Observations gji cRY i=1,2,...

= Hidden cluster labels 2; € {1,2,..., K}, 1=1,2,...

m Hidden mixture means VS Rd, k=1,2,...

m Hidden mixture covariances Y, € R4¥?4 k=12 ...
K

m Hidden mixture probabilities Tk, Z T =
k=1

Gaussian mixture margmal and conditional likelihood :

|7T :ua Z Tzi P ‘Z 5 [y )

zt=1

p(z'2', 1, X) = N(2" i, X))

©Carlos Guestrin 2005-2014 36



Application to
Document Modeling

Machine Learning — CSEP546
Carlos Guestrin

University of Washington
February 18, 2014
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Cluster Documents
" J———
m Cluster documents based on topic

£2
AL

FIFA WORLD CuUP
8rasil

©Carlos Guestrin 2005-2014 38



Document Representation

m Bag of words model

B
il

I

[ f) Norl
0/ A(, o{' WMJS

Word Cout
-
e
< e / V’ Sie
- of
! VQ(«B
/
|



Issues with Document Representation
" JEE———

m \Words counts are bad for standard similarity metrics

|

Ma e {' e *l“"b
hal|

m Term Frequency — Inverse Document Frequency (tf-idf)
a—
Increase importance of rare words

©Carlos Guestrin 2005-2014 40



T A
R _

m ferm frequ%

d s
(2 of octumus b hun b in Ao A
O'CWSM (’.(wqps ';m’“(* of r(?(&"-l( "VW/J

/V°C“L.S?2~(

/ P
7 Couldalsouse {0,1},1 +10%f (t,d *) Nomline 4. '0"? dor
m Inverse dgcgmnt frgquency /f)o b- m..\u 2 dvide L norsm,

\ werlr |, 1€ (¢, a()
e 1D -
ai(t, D) = log W\ ] 464,40

% docs cml\.«.«]{

m tf-idf;

thidf(t,d, D) = (L) x iMHD)

=1 High for document d with high frequency of term t (high “term frequency”) and few
documents containing term t in the corpus (high “inverse doc frequency”)

©Carlos Guestrin 2005-2014 41



A Generative Model
"
= Documents: @ ... dn
m Associated topics: T, ... %,  ,— f""‘/’(‘ J»f.m

m Parameters simple
mixture of Gaussians: J)

1

,ij’ B ‘“'IM: 7/0
- v N ()“) ;Z)) Gausions €]K

( \ n:«jigim(\) FAN LA
dist. pasue

( onnhbk




What you get from mixture

. madelfordocuments

= Wogd?fgii\sl)e topic: ?(WAHDY,C) (—  fpic ~odl
hpe =2 T
= (Ll [kpes) A Pllomg Skt 1 1 55) b

m Topic proportions: bopic |
ﬂl,f‘l"' e (;l‘"") e ’7

k

m [opic distribution of each document:



Results from Wikipedia data S#u

S0 e ol |

yorkcounty

american united
ity washington john
exas served virginia

partylaw
government

election court
president elected

'}ayi(svr

R

polltlcal national m

council general minister v

centuryking

‘Oman empire gree
bC ancientemperorii

(lngdom penodt
me gree [y

enginecar
I*design model cars

vehicle class models

production builtengines dommand general navy

‘ speedveh|clesde5|gned
3 producec

ILA) ‘?(wqb Ibr'c)

\tvararmy military /

fprces battle force british
snip

marned family

King daughterjohn

thwilliam father

n wife royal ireland
msh henry house lord

charles sir pnnoe brother

l’ (((uw

clie ©

Joodmusic songs sir

record team

easontea

ameleaguegam
played coach football

s baseball f

albumband

songreleased

gle recogds

ed
artmuseumwork lack
spec;|esfam,,y works ariss collecton desig DIBC blue calied
. color head g n gold side
yellow
—
radio St.a_t'on aJe 18 populatio
news television income average years
channel broadcast median living 65 males
stations network medla v ie
' d
. J l ALy
21 lbf’)c Gprac Vet oy T el
©Carlos Guestrin 2005-2014 44



HUE B wixha Al

Lr "\’l]l?', V; “l "uul"\)

Expectation

Maximization

Machine Learning — CSEP546
Carlos Guestrin

University of Washington
February 18, 2014
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Next... back to Density Estimation

" JE
What if we want to do density estimation with
multimodal or clumpy data?

= Auton’s Graphics 0
x1
‘ l ' G
( ‘5 oal h ( lo Y d,l
/1‘0.8
0.6 T
0.4 T
0,2 T
4 4 4 4 4 4
t t t 1 t t
4 0 0.2 0.4 0.6 0.8 1 |
x0
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Learning Model Parameters

m \Want to learn model parameters

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

Mixture of 3 Gaussians

Our actual observations

|
%iff%\\
a’ "'“5\
7 Y-
) | 0f
)

C. Bishgp, Pattern, Recognition & Machine Learging



Q254 v ""\SSE‘?hwnf
|

ML Estimate of Mixtyre Nodel Params

m Log likelihood

maX L, (0) = logp({z'} | 0) ZlogZp z', 2" | 0)
={n,

m \Want ML estimate
oML _ ¢ jm«Y Ly (9)
G{M

m Neither convex nor concave and local optima



Complete Data
" A

m Imagine we have an assignment of each x' to a cluster
Our actual observations

057

6 Ol.5 1 0 0.5 1
Complete data labeled
by true cluster assignments

C. Bishgp, Pattern, Recognition & Machine Learging



If “complete” data were observed...
"
m Assume class labels z* were observed in addition to =

=) logp(a’,2" | 6) Ooed Krom 2, estimde

Wi'\] rcsrm,-ln‘;l-'d I",)
/ .
s Compute ML estimates . (sunt (2 :;))

Separates over clusters k! || -
/ J

I

m Example: mixture of Gau55|ans (MoG) 0 = {7, ux, Ek}szl
To ke ro,,\l-; N ([«H‘tz (2‘ -
Z.  Covar

}'U - O\Vj of ,rl(\ﬁ ]

©Carlos Guestrin 2005-2014 50




Cluster Responsibilities NY; &, E\
Pl 3. A

(t's
m \We must infer the cluster assignments from the observatlons J

G""M rll /‘4, t

m Posterior probabilities of
1y - assignments to each cluster
w *given™® model parameters:

. p Z T ‘ CE 7Ta¢
hoff 5y EN JC
Wi 2 T MM, 3)

e

2y Ty Mg )

057

0 0.5 1
Soft assignments to clusters

C. Bishgp, Pattern Recognition & Machine Learging



lterative Algorithm ~ in¢ 54~ 7 i

m Motivates a coordinate aseent-like algorithm:
Infer missing values _zj’ given estimate of parameters § ?{",_Z-:f‘*
Optimize parameters to produce new () given “filled in” data z*

Repeat
m Example: MoG m H-
Infer “responsibilities” (1) )(" : - Z )
ﬂj N( }k\) I )

’r%) = p(’ =F z', 6 Y) =

ﬂf‘ Optimize parameters;, M

/% ﬂc(t-d N (X; './*cm‘/ ‘2‘11449

- %
”~~ "l

max w.r.t. 7'('5.3 : “')

max w.r.t. &y (f) _ . £ oy
M,’Z) f‘\J ’ZYJ%/Z/\J

©Carlos Guestrin 2005-2014 52



E.M. Convergence _—
" A

« EM is coordinate
ascent on an
interesting potential
function -

« Coord. ascent for
bounded pot. func. =
convergence to a
local optimum
guaranteed

o

m This algorithm is REALLY USED. And in high dimensional state spaces, too.
E.G. Vector Quantization for Speech Data

©Carlos Guestrin 2005-2014 53



Gaussian Mixture Example: Start-




After first iteration




After 2nd iteration




After 3rd iteration

- a—
@ o®®
IR

\o\

a . p—p 307 ‘\.ﬁ
\




After 4th iteration
" B

f“*‘

/




After 5th iteration




After 6th iteration
" B

7~ x
. o=0.315
. : . o=0.287
\\\\ - \ '\\.
\\M".

4
e

-
— o
— J—

@

e

18,



After 20th iteration




Some Bio Assay data

a " » ";
-"' . ‘.t‘:ﬁ .}'.
.~ L .,n.=
Pt
..
* :. 'i'..' o%gl..:
- 3, ‘.: .‘{;-s_,«f -
> [ .l' - a o ..~ .I{
. s .
° : " ".,... -
. " . * .
.- - ..’ :
ol s A
‘e .‘ﬁ,-‘ *e
.c. - .. 4
i
oy SRS
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GMM clustering of the assay data
" JEE
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Resulting
Density
Estimator




Initialization
"
= In mixture model case where y* = {2*, 2"} there are
many ways to initialize the EM algorithm

m Examples:

Choose K observations at random to define each cluster.
Assign other observations to the nearest “centriod” to form
initial parameter estimates

Pick the centers sequentially to provide good coverage of data

Grow mixture model by splitting (and sometimes removing)
clusters until K clusters are formed

m Can be quite important to convergence rates in practice

©Carlos Guestrin 2005-2014 65



Label switching

m Color = label does not matter

= Can switch labels and likelihood (= -
Is unchanged N

}.\,;«?
NzTﬁ

©Carlos Guestrin 2005-2014 66



What you should know
" J
m K-means for clustering:

algorithm
converges because it's coordinate ascent

m EM for mixture of Gaussians:

How to “learn” maximum likelihood parameters (locally max. like.) in
the case of unlabeled data

m Remember, E.M. can get stuck in local minima, and
empirically it DOES

m EM is coordinate ascent

©Carlos Guestrin 2005-2014 67



