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1. lhtroduction

e Replication -using m ultiple copies of a server
(called replicas) forbetteravailability and
perform ance.

e Tf you're notcarefil, replication can lead t©
— w or=e perform ance -updates m ustbe applied to all
replicas and synchronized
— w orse avaikbility - som e algorithm s require m ultiple
1eplicas to be operational forany of them to be used
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Replicated Server
e Can replicate servers on a com m on esource
- Data sharing -D B servers com m unicate w ith shared disk

Server Replica 2

Server Replica 1

e Helps availability in prin ary-backup scenario

e Requires replica cache coherence m echanian ...

e Hence, this helps perform ance only if
- little conflictbetw een transactions at different servers or
— Joose acherence guarantees e g. read comm itted)
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R eplicated R esource

e To getm ore in provem ent n availability,
replicate the resources (o)

e A loo Increases potential throughput
e This iswhat'susually m eantby replication
e Tt's the scenario w e’ focus on

Client Client
Server Replica 1

Server Replica 2

Resource replica

Resource replica
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Synchronous R eplication
e Replicas finction just like non-replicated servers
e Synchronous replication - transaction updates all
replicas of every item itupdates

Start /.
Write(x1)
Write(x2) ‘.
Write(x3) \.
Commit
® Issues

— Too expensive form ostapplications, due to heavy
distributed transaction Ioad @-phase comm i)
— Can'tcontrolw hen updates are applied to eplicas
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Synchronous R eplication - Issues

e Tf you justuse transactions, avaibbility suffers.

e Forhigh-avaikbbility, the algorithm s are com plex and
expensive, because they require heavy-duty
synchronization of failures.

e ... of failires? How do you synchronize faflires?

L K] — v fils—> w, [y.] Noteqivalknttoa
one-copy execution,
even ifx, andy,

L]l — x, alls 7w, ] neverrecover!

e DBM S products support itonly in special siuations
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Atom icity & Isolation Goal

® O ne-copy serializability @bbr. 1SR )

- An execution of ttansactions on the replicated database has
the sam e effectas an execution on a cne-copy database.

- Ihtuition: the execution is SR and in an equivalent serial
execution, each transaction 1eads fiom the m ostrecent
transaction thatw rote nto any copy of isw riteset.

— To check forlSR, firstcheck forSR fusing SG ), then see if
there’s equivalent serial history w ith the above property

e Previous exam plewasnot1SR . kis equivalentto

-k lw Vlnbplw, pland

-5 Bb] Wl,ké] E,k%] Wl,bbj

- butin both cases, the second transaction doesnotread its

S Input from  the previous transaction thatw ote that Input.

Atom icity & Isolation (cont’d)

e A lthough this isnot1SR
-k lw elnbplv, kKl
These are 1SR
Skl il iplw, k]
Sk lw lw il plw K lw, kK
e The previous history is the one you w ould expect
- Each transaction reads one copy of its readsetand
w rites Into all copies of itsw ritesst
- readset (esp.writeset) isthe setof data ftem s hotcopies)
thata transaction rads (esp.w rites).
e Butitm ay notalw aysbe feasible, because som e copies
m ay be unavaibble.
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A synchronous R eplication

e A synchronous replication

— Each transaction updates one replica.

— Updates are propagated laterto othereplicas.
e Prin ary copy: A 1l ttransactions update the sam e copy
e M uld-m aster: Transactons update different copies

— U sefil fordisconnected operation, partitioned netw ork
e Both approaches ensure that

— Updates propagate to all eplicas

— Ifnew updates stop, replicas converge to the sam e sate
e Prin ary copy ensures serializability, and often 1SR

— M ultd-m asterdoesnot.... M o hter.
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2 .Prim ary-C opy R eplication

¢ D esignate one replica as the prim ary copy foublisher)

¢ Transactionsm ay update only the prin ary copy
e Updates to the prin ary are sent Iater to secondary replicas
(subscribers) in the orderthey w ere applied to the prin ary

T1: Start

—-—
.. Write(x1) ... =3
Commit ///

~
T —
" Primary el

Copy Secondaries
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U pdate Propagation

e Collectupdates at the prin ary using triggers or
by postprocessing the Iog
* Triggers
- On every update at the prin ary, a trigger fires to store the
update in the update propagation tEblke.
e Pogstprocess (“sniff”) the Iog to generate update
propagations
- Saves triggerand triggered update overhead during on-line ta.
- ButR M log synchronization hasa (gn all) cost
- Requiresadm in v hat if the Jog sniffer fails?)
e O ptionally dentify updated fields to com press g
e M ostDB systam s support this today .
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Update Processing

e A tthe replica, foreach transaction T in the propagation
stream , execute a transaction thatapplies T 's updates to
the replica.

e Process the stream serially

— O thew ise, conflicting transactionsm ay min in a different
orderat the replica than at the prin ary.

- Suppose Iog contansw , K] ¢, w, K] c,.
Obviously, T, m ustun before T, at the replica.

— So the execution of update transactions is serial.
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Update Processing (cont’d)

e Togeta 1SR execution atthe replica
— Update transactions and 1ead-only queriesuse an atom ic and
isolated m echanism (e g.using 2PL)
e W hy thisworks
— The execution is serializable
— Each sate In the serialexecution is one thatoccuned at the
prin ary copy
— Each query reads one of those sates.

R equest Propagation

* An alemative to propagating updates is to propagate
procedure calls g.,aDB sored procedure call) .

DBA : DB-B
w K1 | SP1: Write(x)

P , SP1: Write(x) &
B v | wiety [ FoEE ] i |« o
¢ O rpmpagate requests (eg. ta-boracketed stored proc calls)
e M ustensure requests mn In the sam e orderatprin ary and
1eplica (sam e requirem entas updates or procedure calls) .

- A s forupdates, can propagate requests asynchronously, or...

- can mn requests synchronously atall replicas, butcomm iteven if

one wplica fails heed a recovery procedure for failed replicas) .

sops TIf supported, it's often an app server (iotDB) feature. s
5
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Failure & Recovery Handling

e Secondary failure -nothing to do dll it recovers
— Atrecovery, apply the updates itm issed while down
— Needs to determ Ine w hich updates itm issed,
just Iike non-replicated Jogbased recovery
— Ifdown fortoo long, itm ay be fasterto geta whole copy
e Prinary failie
— Nom ally, sscondaries justw ait till the prin ary recovers
— Can gethigheravailability by electing a new prin ary
— A secondary thatdetects prin ary’s failire announces a new
election by broadcasting its unigue replica dentifier
— O ther secondaries reply w ith their replica dentifier
— The Iargest replica entifierw ns
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Failure H andling (cont/d)

e Prinary faflure (cont'd)

- Allreplicasm ustnow check thatthey have the
sam e updates from  the failed prim ary

- Durng the election, each replica reports the id of the
lastlog record itreceived from the prin ary

— Them ostup-to-date replica sends its latestupdates to
(atleast) the new prin ary.

- Could stll lose an update that com m itted at the prim ary and
w asn't forw arded before the prin ary failed...
but solving it requites synchronous replication
(2-phase comm it to propagate updates to replicas)

38/05 17

Comm unications Failures
e Seocondaries can’tdistnguish a prin ary failure fiom a
comm unication faflure thatpartitions the netw ork .
o Tf the secondaries electa new prin ary and the old prin ary
is stllmnning, there w illbe a reconciliation problem
w hen they're reunited. This ism uld-m aster.

e To avoi this, one partition m ustknow it’s the only cne
that can operate, and can’tcom m unicate w ith other
partitions o figure this out.

e Couldm ake a static decision.

E g., the partition thathas the prin ary w ins.

e Dynam ic solutions are based on M ajority Consensus
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M ajorty Consensus

e W henevera setof com m unicating replicas detects a
replica failure orrecovery, they test if they have a
majprty M ore than half) of the replicas.

e If =0, they can electa prin ary

e Only one setof replicas can have am ajority .

e D oexn’twork w ith an even num berof copies.

- Uselessw ith 2 copies
® Quomm consensus
- Give aweightto each replica
— The replica set thathasa m ajority of the weightw ns
- E g.2 meplicas, one hasw eight 1, the otherw eight 2
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3.M uld-M asterR eplication
e Som e system sm ustoperate w hen partitioned .
— Requiresm any updatable copies, not justone prim ary
— Conflicting updates on different copies are detected late
e C Iassic exam ple - salesperson’s disconnected Iaptop
Customertzbke (@rely updated) Orerstabke (nsertmostly)

Customer bg tabke (Eppend only)
— So conflicting updates fiom different salespecple are e

e U se prin ary-copy algorithm , w ith m ultiple m asters

— Eachm agerexchanges updates (“gossips”) w ith othereplicas

when it reconnects to the netw ork
- Conflicting updates require reconciliation {e.m erging)
e Th LotusNotes, A ccess, SQ L Server, O rack, ...

38005
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Exam ple of C onflicting Updates
A Classic Race Conditon

Replica 1 Primary Replica 2
Initially x=0 Initially x=0 Initially x=0
T %=1 T, X=2
Send (X=1)—— Send (X=2)

Send (x=i><
X=2
vy e send(X=2) . 1

¢ R eplicas end up In different sates
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Thomas’ W riteRule

e To ensure replicas end up In the sam e state
- Tag each data item w ith a tin estam p
- A transaction updates the value and tim estam p of data item s
(tim estam psm onotonically ncrease)
- Anupdate to a replica is applied only if the update’s tin esam p
isgreaterthan the data item ‘s tin estam p
- Y ou only need tim estam ps of data item s thatw ere recently
updated (v here an olderupdate could stillbe floating around
the system )
e A Tlm ultm aster products use som e varation of this
® RobertThomas,ACM TOD S, June '79
- Sam e article that Invented m ajority consensus

3805
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Thom asW rite Rule 7 Serializability

Replica 1 Primary Replica 2
T,: read x=0 (TS=0) | Initially x=0,TS=0 | T,: read x=0 (TS=0)
T, X=1,TS=1 T,: X=2, TS=2
Send (X=1,TS=1) — | y_) 1521 /Send (X=2, TS=2)
Send (X=1, TS=1)
X=2, TS=2 ’/
X=2, TS=2 — Send (X=2, TS=2) et

¢ Replicas end in the sam e state, butneither T, norT, reads
. the other’s ocutput, so the execution it serializable.

38, =

M uld-M aster Perform ance

e The Iongera replica is disconnected and
perform Ing updates, the m ore lkely itw ill
need reconciliation

e The am ountof propagation activity increases
w ith m ore replicas

- Ieach meplica is perform ing updates,
the effect is quadmatic

38005
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M icrosoftA ccessand SQ L Sexver

e M uld-m aster replication w ithouta prin ary
e Each row R ofa tabk has4 additionalcolim ns
— globally unique id GUD)
— generation num ber, to detem ine w hich updates from other
replicas have been applied
— version num ber= the num berof updates to R
— anay of [replica, version num ber] pairs, identifying the largest
version num beritgot forR fiom every otherreplica
e U ses Thom as’ w rite mule, based on version num bers

— Accessuses replica i to break ties. SQ L Server 7 uses
subscriberpriorty orcustom conflict resolution.
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G eneration N um bers @ ccessSQ L cont’d)

e Each replica has a cunentgeneration num ber

e A 1eplica updates a 1ow ‘s generation num ber
w henever tupdates the row

e A replica know s the generation num ber thad when it
lstexchanged updatesw ith R 7, forevery replicaR ~.

e A replica ncrem ents its generation num berevery tim e
Itexchanges updates w ith anotherreplica.

e S0, w hen exchanging updates w ith R ¢, itshould send
allrow sw ith a generation num ber lxger than w hat it
had w hen it lastexchanged updatesw th R ¢
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D uplicate Updates @ ccess/SQL cont’d)

e Som e rejected updates are saved for hteranalysis
e To dentify duplicate updates to discard them
— W hen applying an update to X, replace x’sanay of
[replica, version#] pairs by the update’s anay .
— To avoid processing the sam e update viam any paths,
check version num ber of aniving update against the anay
e Considera rejcted update to x atR from R 7, where
- R%,V]descrbesR “inx’sanay, and
— V 7~ is the version num bersentby R ~.
— IV $ V7, thenR saw R “"supdates
— IV < V7, thenR didn’tseeR “supdates, o store it the
conflict table for later reconciliation
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4 .0 therA pproaches

¢ N on-transactional replication using tin estam ped
updates and variations of Thom as’ w rite mule
- directory services are m anaged thisw ay
® QuOommM CoNS=ENSUS per-ransaction
- Read and w rite a quorum  of copies
- Each data item hasa version num berand tim estam p
— Each read chooses a replica w ith Jargest version num ber

- Each w rite Increm ents version num ber one greater than any
one ithas seen

- No specialw ork needed during a failire orrecovery
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O therA pproaches (cont/d)
¢ Read-one replica, w rite-allavaibble replicas
- Requires careflm anagem entof filires and recoveries
¢ E g.,V intualpartition algorithm
— Each node know s the nodes it can com m unicate w ith,
called its view
- Trensaction T can execute if tshom enode hasa
view Including a quorum of T ’s readsetand w riteset
- Fanode faflsorrecovers, mn a view _fom ation protocol
fn uch like an election protocol)

- Foreach data item w ith a read quomm , read the latest
version and update the othersw ith sm allerversion #.
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Summ ary

¢ State-of-the-artproducts have rich fimctionality.
— T'sa com plicated w orld forapp designers
— Lots of options to choose fiom

e M ost faibver stories are w eak
— Fine fordata w archousing

— For24 -7 TP, need better integration w ith cluster
node failover
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5.Products

e AllmajprDBM S products have a rich prin ary-copy
replication m echanism . These are big subsystem s.

¢ D ifferences are in detailed features
- perfom ance
— ease ofm anagem ent
- richness of filtering predicates
- push vs. pull propagation
- stored procedure support
- transports e g. Sybase SQ Lanyw here can use em ail!)

e The follow Ing sum m ary is an incom plete snapshotof
productsasof M ay 2003.
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SQL Server2000 (cont'd)

¢ Inm ediate updating subscriber - C an update replicas
- Queued updates are synchronized w ith publishervia 2PC .
- Triggers capture Jocalupdates and forw ard them to the Subscriber
(riggerm ustnot fire forreplicated updates friom  the publisher) .
- Subscriber’s forw arded update has beforevalue of row version-id.
- Publisherchecks that its copy of row has the sam e version-id.
- =0, perfom s the update and asyncrhonously forw ards itto
other subscribers
- Ifnot, itaborts the transaction (subscrberupdated the row lately)
e A ceess control lists protect publishers from unauthorized
subscribers
® M erge replication- described hter (n uld-m aster)
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M icrosoft SQ L Server2000

e Publication -a collection of articles to subscribe t©
e Articke - a horizArertical tab’ke slice or stored proc
- Custom izable bk filter W HERE clause or stored proc)
- Stored procm ay be transaction protected (replicate on comm 1) .
Replicates the requests instead of each update.
¢ Snapshotreplication m akes a copy
¢ Transactional replication m aintains the copy by
propagating updates from publisherto subscribers
- Postprocesses log to sore updates n D istrbution DB
- D istrdbution DB m ay be separate from the publisherDB
— Updates can be pushed to orpulled fiom subscriber
- Can custom Ize propagated updates using stored procedures
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Orwacle 91
e Like SQL Server, can replicate updates to able fragm ents
or stored procedure calls at the m aster copy
e U ses triggers to capture updates In a defenred queue
- Updates are row -orented, dentified by prin ary key
— Can optin ize by sending keys and updated colim ns only
¢ G roup updates by transaction, w hich are propagated :
- Eitherserially in comm itorderor
- I parallkelw ith som e dependent transaction ordering:
each rad k) reads the “comm itnum ber” of x;
updates are oxdered by dependent com m itnum ber

¢ Replicas are In plam ented asm aterialized view s
¢ Replicas are updated In abatch refresh.

- Pushed fiom maserto smapshots, using queue scheduler
¢ Replicas can be updatebke (sin farto SQL Server)
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Omcle 91

e M aterialized view replica is driven by onem aster
e M uld-m aster replication

- M asters replicate entite tables

- Push updates fiom m asertom asters (synch orasynch)

- Updates Include before values fyou can disablke if conflicts are

in possible)

— They recom m end m asters should alw ays be connected
e Conflictdetection

- Beforevalue at replica is different than in update

- Unigueness constraint is violated

- Row w ith the update’skey doesn ‘texist
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O racle 91C onflictR esolution

e Conflictresolution stategies defined per colim n-group)
- Add difference betw een the old and new values of the originating
site to the destdnation site
- Average the value of the cunent site and the orighating site
- M In orm ax of the two values
— The one w ith m in orm ax tim estam p
- The site orvalue w ith m axin um priority
- Can apply m ethods 1 sequence:eg., by tim e , then by priority.
e Can callcustom procs o log, notify, orresolve the conflict
- Param eters - update’s before Aftervalue and row ‘s cunentvalue
e Fora given update, ifno builin orcustom conflict
resolition applies, then the entire transaction is Iogged.
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IBM DB2

e Very sin ibr featire setto SQ L Serverand O racke
o Filtered subscribber
- Create snapshot, then update ncrem entally oush orpull)
e M any @bk type options:
- Read-only snapshotaopy, optionally w ith tin estam p
- Aggregates, w ith cum ulative or Increm ental values
- Consistentchange data, optionally w ith row versions
- “Replica” tables, form ult-m aserupdating
¢ Tnteroperates w ith m any third party DBM S'’s
e CapturesD B2 updates from theDB2 g
- Forothersystem s, captures updates using triggers
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