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Machine learning relies on stochastic IID assumptions

Xi Yi where xiii tD y

Learns predictor h X 7 Y using cxi.ge

so that for new point Cx y tDy I Xa ya
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Things we worry about

Trading off exploration versus exploitation

i.e don't be too greedy



Reality 1 switching preferences
Ben w preferences OpenCIRD

MovieRec Xt Ben'sfriend

7 I 0 Ben'sdaugter

INettliff c i get
Rating Yt PHI tOBE

Multiple people
sharing same

account

w diff preferences

Reality 2 Time variation

Ben w preferences OpenCIRD

I

Inettiity i E
C y 1

Rating Yt PHI tOBE PY i

User preferences change over time

Contest producers react to changing preferences

User preferences react to changing content



Reality 3 Model misspecification

Ben w preferences OpenCIRD
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MovieRea Xt htI I
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Model to simple to fit data gives bad recs

Reality Users changing o

y
Globalmodel
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move globalmodel



This class is about

Modeling

Robustness

Guarantees

Practical algorithms mostly

Inspired by real world scenarios we have encountered

Class Logistics evaluation plan
zoom etiquette



Multi armed Bandit
Each arm is a source

S t when pulled emits
1722 Ln 1,2 n some observation XEIR

Input harms

for 1,2 TL
XeElR

Nature chooses Xe.ie Rfori 1,2 n secretly

Player chooses arm It C n and

observes Xt.IT

The regret of the player is defined as
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The reward of reward obtained

playing the single by the player
best action in hindsight

Typically goal is to define an algorithm

St Rft oft so that REI 70

If we assume nothing about rewards
at all

then 7 choice of rewards 1 1 412 s t
R T L T w const prob



So we make assumptions

Adversarial setting
Bounded rewards Xe C oil V E i C n

3 algorithm s.t.IELRCTD.co Tnt

Stochastic setting
F distributions over IR s t V Un

Xt i tV for all f EIN

Typically we assume each Vi has bounded

support Istl2nd moment or is sub Gaussian

3 algorithm sit ELRCH 0 min cologlt Tnt
where Cv depends on hardness of H Vn

When is stochastic justified INI ont

plays ad Ittln o O 0

Ish.rs T Ii I
Clicks or not to t.co

I Xt It C 0,13L
If users are

Shopis player independent then
choosing which arm

at each time t Xe i y


