Lecture 3 - finishing up from last time

The challenges with evaluating models



Challenges with evaluating models

#1: Thereplication crisis
#2: Labeling errors

#3: Generalization errors
#4: A static test dataset
#5: Distribution shifts
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#6: Marginalization: Filtering

15 trained on Colossal Clean Crawled Corpus

400 words from the List of filtered words

- E.g.swastika, white power - implications?
- E.g. twink - implications? ,, , —
[ translate English to German: That is good.

"Das ist gut.”
"not acceptable”

"six people hospitalized after
a storm in attala county.”

"cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

Filtering
Data source [

Raffel et al. Exploring the Limits of Transfer Learning with a Unified

Text-to-Text Transformer. |JML 2020
Dodge et al. Documenting Large Webtext Corpora: A Case Study on the

Colossal Clean Crawled Corpus. ArXiv 2021

Dataset
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http://list-of-dirty-naughty-obscene-and-otherwise-bad-words

416 M %Darker Female

M %Darker Male

#/: Bias in data source

594
%Lighter Female
233 303 %Ligher Male
- Then: What was not curated caused bias %R MR B

- Today: More media coverage = more training data instances
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Data source

Buolamwini et al. Gender Shades: Intersectional Accuracy Disparities in
Commercial Gender Classification. FAccT 2018

Ranjay Krishna | ranjay@cs.washington.edu Bender et al. On the Dangers of Stochastic Parrots: Can Language Models Be
Too Big? FAccT 2021



#8: Environmental and financial costs

Energy for a flight from NY to SF: %
Model Hardware = Power (W) Hours kWh-PUE COze Cloud compute cost
Transformerp,s.  P100x8 1415.78 12 27 26 $41-$140
Transformery;, ~ P100x8 1515.43 84 201 192  $289-$981
ELMo P100x3 517.66 336 275 262 $433-$1472
BERT} s V100x64 12,041.51 79 1507 1438 $3751-$12,571
BERT},. TPUv2x16 e 96 — —  $2074-%$6912
NAS P100x8 151543 274,120 656,347 626,155 $942,973-$3,201,722
NAS TPUv2x1 — 32,623 — —  $44,055-$146,848
GPT-2 TPUv3x32 — 168 — —  $12,902-$43,008

Ranjay Krishna | ranjay@cs.washington.edu Strubell et al. Energy and Policy Considerations for Deep Learning in NLP. ACL 2019



#9: Leaderboard with one metric is not enough

Utility of a new Al model:

#3 #2 SOTA

- Is NOT smooth w.r.t. Accuracy for a ---- LeaderboardA | | l___|
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Ranjay Krishna | ranjay@cs.washington.edu Ethayarajh et al. Utility is in the Eye of the User: A Critique of NLP Leaderboards. EMNLP 2020



#10: Open ended tasks: Generative models are very hard to
evaluate

Research question:

How do you evaluate the output of an image generation model?

Zhou et al. HYPE: A Benchmark For Human eYe Perceptual
Ranjay Krishna | ranjay@cs.washington.edu Evaluation of Generative Models. Neur|PS 2019






























[t used to be easy to measure progress

2018

lan Goodfellow @goodfellow ian

Goodfellow, I. J., et al. "Generative Adversarial Networks." (2014).

Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning \Cxlvith delep convo\utiolnad\ generative a(djversariaf netvvorllzs." 520153.

- . . . Liu, Ming-Yu, and Oncel Tuzel. "Coupled generative adversarial networks!" (2016).
Ranjay Krishna | ranjay@cs.washington.edu Karras, Tero, et al. "Progressive growing of gans for improved quality, stability, and variation." (2017).
Karras, Tero, Samuli Laine, and Timo Aila. "A style-based generator architecture for generative adversarial networks!" (2019)


https://twitter.com/goodfellow_ian

It's much harder now

2014

lan Goodfellow @goodfellow ian

Goodfellow, I. J., et al. "Generative Adversarial Networks." (2014).

Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning \Cxlvith delep convolutiolnad\ generative a(djversaria= netvvorllzsi" §2015§.

- . . . Liu, Ming-Yu, and Oncel Tuzel. "Coupled generative adversarial networks!" (2016).
Ranjay Krishna | ranjay@cs.washington.edu Karras, Tero, et al. "Progressive growing of gans for improved quality, stability, and variation." (2017).
Karras, Tero, Samuli Laine, and Timo Aila. "A style-based generator architecture for generative adversarial networks!" (2019)


https://twitter.com/goodfellow_ian

<

lan Goodfellow @goodfellow ian

Goodfellow, I. J., et al. "Generative Adversarial Networks." (20143.
'(2016).
)
)

Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning with deep convolutional generative adversarial networks."
Liu, Ming-Yu, and Oncel Tuzel. "Coupled generative adversarial networks!

Karras, Tero, et al. "Progressive growing of gans for improved quality, stability, and variation.

(
Ranjay Krishna | ranjay@cs.washington.edu E2017 '
Karras, Tero, Samuli Laine, and Timo Aila. "A style-based generator architecture for generative adversarial networks." (2019


https://twitter.com/goodfellow_ian

How are models evaluated today?

i &
i i gig08 .
Inception score, FID. —_— - l':i'h““"l""l'"q
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- Trained on imagenet

- Inception score is maximized when entropy of predicted output is low
Meaning if Inception says with high certainty that it's a “person”, the score will be higher

- FID calculates distributions from activations of an Inception-v3 layer
- Whatis the problem with this approach?
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Why not use automated metrics?



https://hype.stanford.edu/
https://hype.stanford.edu/

Why not use automated metrics?

Density estimation has even been shown to be misleading [1].
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https://hype.stanford.edu/
https://hype.stanford.edu/

Why not use automated metrics?

Density estimation has even been shown to be misleading [1].

Automated evaluation metrics on sampled outputs (Inception Score [2], FID [3],
Precision [4], etc.) rely on ImageNet embeddings.
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[1] heis, Lucas, Adron van den Oord, and Matthias Bethge. "A note on the evaluation of generative mordels." 20158
[2] Salimans, Tim, et al. "Improved techniques for training GANs'" 2016.4

SEL S ™ b A [3] Heusel, Martin, et al. "GANSs trained by a two time-scale update rule converge to a local nash equilibrium." 2017. %
w9 e %' Al "Er’i Y [4] Sajjadi, Mehdi SM, et al. "Assessing generative models via precision and recall." 2018.}
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Why not use automated metrics? Or human metrics?

Density estimation has even been shown to be misleading [1].

Automated evaluation metrics on sampled outputs (Inception Score [2], FID [3],
Precision [4], etc.) rely on ImageNet embeddings.
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[4] Sajjadi, Mehdi SM, et al. "Assessing generative models via precision and recall." 2018. 5}
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Why not use automated metrics? Or human metrics?

Density estimation has even been shown to be misleading [1].

Automated evaluation metrics on sampled outputs (Inception Score [2], FID [3],
Precision [4], etc.) rely on ImageNet embeddings.

Human evaluation metric are ad-hoc — unreliable and costly.
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Why not use human evaluation?

100
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L (| - CC-LAPGAN
1. Ad-hoc, each executed in idiosyncrasy = L APGAN
. . ope 80
without proof of reliability or S=GAN
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HYPE measures this progress using human evaluation

that is consistent, efficient, and grounded in theory
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HYPE Is designed to address these problems:

Grounded method inspired by psychophysics methods in perceptual psychology.
Reliable and consistent estimator.

Statistically separable to enable a comparative ranking.

> 0 bh

Cost and time efficient.

Highest
HYPE




Psychophysics method: adaptive staircase procedure

- Staircase methods can determine human perceptual thresholds efficiently and
reliably (Cornsweet, 1962).
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HYPE: adaptive staircase procedure

500 @ Correct response
X Incorrect response
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Time: 3/5ms

or
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https://docs.google.com/file/d/1NNSA6GBQOK3kQL5XC2VOO9veAuBjxJ2A/preview

Time: 500ms

or
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https://docs.google.com/file/d/1cMah2-GGzEDVXTEJckUniEo5I-T0tiHL/preview

Time: 250ms

or
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https://docs.google.com/file/d/1Pr1NcAm8qRH-880b_so-N5atSmN8VSy2/preview

Time: 125ms

or
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https://docs.google.com/file/d/1Cd228aXbVYWEBhjPpFquGoi3Gkmxm7pU/preview

Creating areliable score

To ensure reliability, we need to:
1. Hireand train/filter a sufficient number of evaluators.
2. Sample sufficient outputs.

3. Aggregate.
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Experiments
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Datasets

CelebA

ImageNet-5 Cwar

ey g -
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Results
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Are HYPE's results statistically separable?

100

= Real
90 CC-LAPGAN
| APGAN

% classified real

50 75 100 150 200 300 400 650 1000 2000
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Are HYPE's results statistically separable?

CelebA 0—-|——|—|-——|—— == 100

3.8 10.0 40.3 50.7
WGAN-GP BEGAN ProGAN StyleGAN ,unc
19.0 27.6

StyIEGAN no-trunc StyIEGAN trunc
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Are HYPE's results statistically separable?

CelebA 0—-|——|—-|— —|—— == 100

3.8 10.0 40.3 50.7

WGAN-GP BEGAN ProGAN StyleGAN 4unc
19.0 27.6

StyIEGAN no-trunc SterGAN trunc

Hyper-realism
Threshold
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HYPE achieves:

Grounded method inspired by psychophysics methods in perceptual psychology.
Reliable and consistent estimator.

Statistically separable to enable a comparative ranking.

> 0 bh

Cost and time efficient.

Highest
HYPE
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Lecture 4

The challenges with understanding models
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From evaluating Al to instead evaluating |A

©

Artificial Intelligence
Goal: Evaluate model generalization

Metrics: F1, accuracy, fairness, etc.

Can be automated

Ranjay Krishna | ranjay@cs.washington.edu

Human-Computer Interaction
Goal: Evaluate human task success

Metrics: Trust, correctness, interpretability,
etc.

Often cannot be automated



What does it mean to augment intelligence?

What does it really mean when people say human-centered Al?

- It's about dealing with users, with communities, and with societies
- It'saset of processes and guidelines through which we design Al.
- It's about serving human needs.

©O®.
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The old language of Al

Intelligent Agents
Manifests cognitive, linguistic, perceptual abilities

Ranjay Krishna | ranjay@cs.washington.edu



The old language of Al

4 )
Intelligent Agents

L Manifests cognitive, linguistic, perceptual abilities

4 I
Teammates

\Acts as a collaborator, interacts using language

Ranjay Krishna | ranjay@cs.washington.edu



The old language of Al

4 )
Intelligent Agents

L Manifests cognitive, linguistic, perceptual abilities )

4 N
Teammates

\Acts as a collaborator, interacts using language )

4 N
Assured autonomy

L Sets goals, makes decisions, improves itself )
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The old language of Al

p
Intelligent Agents
Manifests cognitive, linguistic, perceptual abilities

\ J
4 N
Teammates
Acts as a collaborator, interacts using language
\ J
4 N

Assured autonomy
Sets goals, makes decisions, improves itself
\

4 )\
Social robots

\Anthropomorphic, humanoid, emotionally intelligent )
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Reframing with new metaphors

4 )
Intelligent Agents

L Manifests cognitive, linguistic, perceptual abilities

4 )
Teammates

\Acts as a collaborator, interacts using language

4 )
Assured autonomy

L Sets goals, makes decisions, improves itself )

4 )
Social robots

\Anthropomorphic, humanoid, emotionally intelligent )
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Reframing with new metaphors

4 )
Intelligent Agents Supertools
L Manifests cognitive, linguistic, perceptual abilities ) Augments human abilities and performance
4 N
Teammates
\Acts as a collaborator, interacts using language )
4 N
Assured autonomy
L Sets goals, makes decisions, improves itself )
4 N

Social robots
\Anthropomorphic, humanoid, emotionally intelligent )

Ranjay Krishna | ranjay@cs.washington.edu



Reframing with new metaphors

4 ) 4
Intelligent Agents = Supertools
L Manifests cognitive, linguistic, perceptual abilities ) \Augments human abilities and performance
4 N 4
Teammates = Tele-bots
\Acts as a collaborator, interacts using language L Boosts human perception & motor skills
4 N
Assured autonomy
L Sets goals, makes decisions, improves itself )
4 N
Social robots
\Anthropomorphic, humanoid, emotionally intelligent )
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Reframing with new metaphors

4 ) 4
Intelligent Agents = Supertools
L Manifests cognitive, linguistic, perceptual abilities ) \Augments human abilities and performance
4 N 4
Teammates = Tele-bots
\Acts as a collaborator, interacts using language L Boosts human perception & motor skills
4 N 4
Assured autonomy = Control centers
L Sets goals, makes decisions, improves itself R Supports human control & situation awareness
4 N
Social robots
\Anthropomorphic, humanoid, emotionally intelligent )

Ranjay Krishna | ranjay@cs.washington.edu



Reframing with new metaphors

p
Intelligent Agents
Manifests cognitive, linguistic, perceptual abilities

\ J
4 N
Teammates
Acts as a collaborator, interacts using language
\ J
4 N

Assured autonomy
Sets goals, makes decisions, improves itself
\

4 )\
Social robots

\Anthropomorphic, humanoid, emotionally intelligent )

Ranjay Krishna | ranjay@cs.washington.edu

e

A\

Supertools
Augments human abilities and performance

e

A\

Tele-bots
Boosts human perception & motor skills

e

A\

Control centers
Supports human control & situation awareness

e

A\

Active appliances
Low cost, easy to use, reliable applications




Putting these
metaphors in context

- Color balances
- Corrects hand jitter
- Autozoom

- Controls the shutter speed
But it augments humans:

- Youframe it
- You compose it
- You decide how to share it

Ranjay Krishna | ranjay@cs.washington.edu
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Another example

| ots of Al:

- Preview your route
- Getestimates of traffic

Augments you:

- You choose the route
depending on your factors
(optimal route, scenic route, gas
needs, etc.)

Ranjay Krishna | ranjay@cs.washington.edu
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Another example of a tele-bot

Da-vinci surgery bot

- Controlled by a human
- Augments human capabilities through
with precision actions

Ranjay Krishna | ranjay@cs.washington.edu




Tons of Al bots that are active applications

nest

68

Ranjay Krishna | ranjay@cs.washington.edu



We are measuring model performance instead of human performance

Skin lesion image Deep convolutional neural network (Inception v3) Training classes (757) Inference classes (varies by task)

/@ Acral-lentiginous melanoma

/@ Amelanotic melanoma >@ ® 92% malignant melanocytic lesion
/ AN ;/’,. Lentigo melanoma
- - 4 - a8 [ £9%\ [ \\ / e
EAWAW AW AWZ A2 Wi N L W 2
{oane) ¥ aoaoe)® cooe) He0e)8{ e #{omon) *con) Hoamp 000t . o | jeaes
N Ny Y W Y Y N Na N BGY By
) / \ @ Blue nevus N . o
8 Y '@ Halo nevus 7@ O 8% benign melanocytic lesion
Convolution ‘@ Mongolian spot
= AvgPool \® -
» MaxPool O
= Concat O
= Dropout .
= Fully connected .
= Softmax .

Esteva et al. Dermatologist-level classification of skin cancer with deep

Ranjay Krishna | ranjay@cs.washington.edu neural networks. Nature 2017



Last time: evaluation protocol for empirical machine learning

Filtering
_> —
Data source

Dataset
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This time: evaluation protocol for human-Al systems

e

Interaction interface r\
1R

Task

Human
participant
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This time: evaluation protocol for human-Al systems

L
Human
participant

Ranjay Krishna | ranjay@cs.washington.edu

Interaction interface r\
R —

Task

5 Quantitative metrics
Task accuracy
Speed

5 Qualitative metrics
Satisfaction
Trust



Human-Al teams ought to perform better but don't

- - XHC

p o max(XH,Xc) A5 - m:ir;n
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C = computer
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Ranjay Krishna | ranjay@cs.washington.edu Campero et al. A test for evaluating performance in human-computer systems. ArXiv 2022



Class activity: What can go wrong with this setup?

L
Human
participant

Ranjay Krishna | ranjay@cs.washington.edu

Interaction interface r\
R —

Task

5 Quantitative metrics
Task accuracy
Speed

5 Qualitative metrics
Satisfaction
Trust



#1: Choice of Al model: useless if bad

I Task accuracy

Al model Human
performance performance

Bansal et al. Does the Whole Exceed its Parts? The Efect of Al Explanations on

Ranjay Krishna | ranjay@cs.washington.edu Complementary Team Performance. CHI 2021



#1: Choice of Al model: Overrely if much better

N
4 Tavk accuracy

Human Al model
performance performance

Bansal et al. Does the Whole Exceed its Parts? The Efect of Al Explanations on

Ranjay Krishna | ranjay@cs.washington.edu Complementary Team Performance. CHI 2021



#2: Choice of metrics: Does it really measure human utility?

How do you think DALL-E evaluated their model?

this gray bird has a pointed beak black wings this rotund bird has a black tipped beak a this is a small white bird with a yellow
with small white bars long thigh and tarsus black tail with a yellow tip and a black crown and a black eye ring and cheek patch
and a long tail relative to its size cheek patch and throat

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021

Ranjay Krishna | ranjay@cs.washington.edu



#2: Choice of metrics: Does it really measure human utility?

How do you think DALL-E evaluated their model?

100% — —

Number of Votes
0/5
1/5
2/5
3/5
4/5
5/5
Majority vote

75% —

uuuuuuuuuuuuuuuu

50% —

25%

0% : - . . Bl Kemel Radis
DF-GAN Ours DF-GAN Ours e AN o H-GAN e DF-GAN e O s i 1)

Reali A
e e (a) FID and IS on MS-COCO as a func-
tion of blur radius.

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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Does it really measure human utility?

Let’s try and generate some images similar to
bladerunner scenes

]
]
=

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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Does it really measure human utility?

Seattle space needle with neon signage in the style
of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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Does it really measure human utility?

Seattle space needle with neon signage in the style
of bladerunner

neon seattle space needle with streets in the style
of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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Does it really measure human utility?

Seattle space needle with neon signage in the style
of bladerunner

neon seattle space needle with streets in the style
of bladerunner

seattle space needle with neon signs and nighttime
rain and street market in the style of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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After 18 iterations!!

Seattle space needle with neon signage in the style
of bladerunner

neon seattle space needle with streets in the style
of bladerunner

seattle space needle with neon signs and nighttime
rain and street market in the style of bladerunner

Tall seattle space needle with neon signs and
nighttime rain and street market and people in the
style of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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After 18 iterations!!!

Seattle space needle with neon signage in the style
of bladerunner

neon seattle space needle with streets in the style
of bladeriinner

.t R€alism and human judgements don't capture these
rain: 3spects of using the Al model

Tall seattle space needle with neon signs and
nighttime rain and street market and people in the
style of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021
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Prompt engineering is an unfortunate focus for many today
but no way to evaluate their utility!

Marketplace Generate Hire

DALL-E, GPT-3, Midjourney, o =l
Stable Diffusion A & W fij%
Pro m pt M ar ket p l ac e Modern Letter Logos High Quality Cartoon Cat And Dog ...

.
[-] Stable Diff. s )

é% PromptBase Search Prompts

Find top prompts, produce better results, save on API
costs, sell your own prompts.

Sell a pfompt ‘ Find a pfompt ’ Realistic Landscape Photos All-In-One Marketing Tool

cro-oNo eXL-LO-Tmage Leneratiorn. \4 U

Ranjay Krishna | ranjay@cs.washington.edu




Language as an interaction modality

Seattle space needle with neon signage in the style
of bladerunner

neon seattle space needle with streets in the style
of bladerunner

seattle space needle with neon signs and nighttime
rain and street market in the style of bladerunner

Tall seattle space needle with neon signs and
nighttime rain and street market and people in the
style of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021

Ranjay Krishna | ranjay@cs.washington.edu



Grounding interactions to our conceptual models

Freezer 1

Refrigerator

$
22

------------

Two control units = two separate

temperature controls

Ranjay Krishna | ranjay@cs.washington.edu

Cooling Unit

Cooling Unit

The DESIGN
of EVERYDAY
THINGS

DON
NORMAN




The DESIGN
of EVERYDAY
THINGS

#3: Choice of interaction: Grounding interactions to our &
conceptual models

Freczer 1 ............ ’® ...... '

Freezer
< Cooling Unit

] —— ,®* ......

Refrigerator Refrigerator

Cooling Unit

Cooling Unit

Two control units = two separate The real conceptual model
temperature controls

Ranjay Krishna | ranjay@cs.washington.edu



What conceptual model does this language interaction afford?

Seattle space needle with neon signage in the style
of bladerunner

neon seattle space needle with streets in the style
of bladerunner

seattle space needle with neon signs and nighttime
rain and street market in the style of bladerunner

Tall seattle space needle with neon signs and
nighttime rain and street market and people in the
style of bladerunner

Ramesh et al. Zero-Shot Text-to-Image Generation. ICML 2021

Ranjay Krishna | ranjay@cs.washington.edu



The Media Equation

Why language language interactions are appealing?

/,ﬁ’nns ncem&cmrmv

/////// Lkt \ \
General communication theory:

- people assign human characteristics to computers, Al models, and other
media to treat them as social actors.

- Thethought process might go: If people already treat machines as social
actors, let's enable them to interact with language

Ranjay Krishna | ranjay@cs.washington.edu




The Media Equation
How People Treat Computers,
“Television, and New Media

Why language language interactions are appealing?

More nuanced understanding of the media equation: when machines
project social competence or enable social interactions, they induce shortcut
social scripts in people
- Inother words, when you allow people to interact with machines with
language, they expect machines to competently react like people do

- The thought process might now go: if I allow my model to interact with
language, it should be able to do everything people can do with language:
maintain context, repair through multiple interactions, explain - [J8¥ !i’u %] v
its behavior, correct itself, ask for clarifications, .... PPR—

Ranjay Krishna | ranjay@cs.washington.edu



Non-humans as teammates

- Police dogs and search and rescue dogs have a single handler.
- Incorporating them as equal teammates has failed

“Without self-interest and humanlike mental models, the introduction of a robot into a
human team makes violations of trust and the ensuing consequences highly likely”

_ . . ‘ Groom and Nass. Can robots be teammates?. Interaction Studies 2007
Ranjay Krishna | ranjay@cs.washington.edu



#4: Choice of interface: The effects of
anthropomorphisation

WARNING??Y

MITSUKU WILL NOT, SPEAK:TO YOU
IF YOU ARE ABUSIVE

Ruuh®s Conversations This Month

Total number of
messages received

123944k

je
+

k! TayTweets
@mayank_jee cani just say that im ‘ ‘ ‘

stoked to meet u? humans are super

cool THIS IS YOUR SECOND WARNING.
SUnkindledGura @PeoWithEves chill AFTER FIVE WARNINGS YOU WILL BE
Oy e EANNED FROM SPEAKING TO HER.
im & nice person! i just hate everybody CLICK HERE TO)CONTINUE

Twitter taught Microsoft's Al chatbot to be a
racist asshole in less than a day

Total number of
insults and abuses received

94,392

This Chatbot has Over 660
Ranjay Krishna | ranjay@cs.washington.edu Mi"ion Us-ers_andolt Wants
o e | to Be Their Best Friend




#4: Choice of interface: The effects of anthropomorphisation

Research question:

How do the words we use to describe an Al model change how
people interact with them?

Khadpe et al. Conceptual Metaphors Affect Human-Al
Ranjay Krishna | ranjay@cs.washington.edu Collaboration. CSCW 2020



Conceptual Metaphors

Explains what a system
might be capable of

A metaphor communicates
expectations of what can
and cannot be done with an
Al model

Ranjay Krishna | ranjay@cs.washington.edu

Visual Metaphors: Audio Metaphors:

Y = RO

- Analog shutter clicking

b :
w sound for mobile
e/ cameras

Textual Metaphors:

an administrative assistant, a teenager, a friend,
or a psychotherapist

87



AMT workers Consent and study
instructions

Study Workflow

Ranjay Krishna | ranjay@cs.washington.edu

Metaphor displayed

Toddler

Pre-use expectation
measurement

Interaction with
system

N

User evaluation and
gauging user attitude

88



Consent and study
instructions

AMT workers

How do you choose the metaphors?

Metaphor displayed

Toddler

Low warmth

Fiske et al. A model of (often mixed) stereotype content:
Competence and warmth respectively follow from
perceived status and competition . In Social cognition.

2018

Ranjay Krishna | ranjay@cs.washington.edu

Pre-use expectation Interaction with
measurement system

=

[0

@STERN
UNSOCIABLEg ~ @COLD ®cRiTICAL
®HUMORLESS
etauARe @TESSIMISTIC @DOMINATING -
@RRITABLE
®MooDY

ENHAPP

VAN®  @FINICKY

BORING @  @UNIMAGINATIVE

@DISHONEST 0t .
INSIGNIFICANT@ @
SUPERFICAL® @ SUBMISSIVE
o
WAVERING @
IRRESPONSIBLE @ @WASTEFUL

UN|NTELLR3ENT @ FRIVOLOUS

LUMSY /@NAIVE

[}
FOOLISH

Low competence

IMAGINATIVE @

@ SHREWD
ISCRIMINATING
@CAUTIOUS g pracTicaL
@ MEDITATIVE

[ ]

MODEST
o

User evaluation and
gauging user attitude

High competence

@SCIENTIFIC

PERSISTENT @@ DETERMINED

@SKILLFUL
[ ) ‘NDUSTRIOUS
INTELLIGENT

@SERIOUS

@ IMPORTANT

@ORESERVED ARTISTIC

@ RELIABLE

.HONEST

@TOLERANT

e | ow warmth

@ SINCERE

@SENTIMENTAL

gUMOROUS
HAPPY

GOOD NATURED® OPULAR

WARM®  SOCIABLE

89



How do conceptual metaphors impact evaluations?

Hypothesis 1: Based on the Assimilation Theory - people adapt experiences to
match expectations

Positive metaphors (high competence, high warmth) -> positive evaluations

Hypothesis 2: Based on the Contrast Theory - people are attuned to a
difference between expectations and experiences

Positive metaphors (high competence, high warmth) -> poor evaluations

Muzafer Sherif, Daniel Taub, and Carl | Hovland. 1958. Assimilation and contrast
effects of anchoring stimuli on judgments. Journal of experimental psychology
Ranjay Krishna | ranjay@cs.washington.edu 55,2 (1958), 150. 90



Hello, | am planning for a trip to
New York from Montreal

We have options for you.

Luma Hotel - 4 Star: Dates
Available: August 26 to 30 (5
nights) Price: $850.90

Wizard of Oz task for booking hotel,
flights

isit available on that dates?

yeah! that sounds good.

Okay. I'll book that for you right away.

Do you want me to show you
your return flight options?

yes

United - Departure at 2:00 pm
local time - Direct Flight - $311

Does berlin offer parking?

| am sorry. | don't have that information.

Great. it will work.

Ranjay Krishna | ranjay@cs.washington.edu

1
Al system - User




We sampled metaphors along these two dimensions

toddler
)

inexperiended
teenager !
L4 |

Ranjay Krishna | ranjay@cs.washington.edu

trained
professional
)

shrewd travel

executive
®

Manipulations:
4 treatment Groups + 1 Control Group that is
not shown a metaphor

92



Class guesses: What do you think happens?

Variables we manipulate Variables we measure

Do you think the Al is usable?

competence Do you think the Al is Warm?

Will you adopt this Al?

Warmth

Would you cooperate with this
Al model?

Ranjay Krishna | ranjay@cs.washington.edu



5.0

4.5

4.0

3.5

3.0

Users perceive agents with low competence to be more usable

Post-Use Usability

|

High Low
competence competence

- Support for H2 and Contrast Theory - over performing expectations
leads to positive evaluations

Ranjay Krishna | ranjay@cs.washington.edu
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Metaphors directly affect how warm people think models are

40 Post-Use Warmth

3.8
3.6 I T
3.4 l

3.2

3.0
High warmth Low warmth

Ranjay Krishna | ranjay@cs.washington.edu
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Low competence metaphors increase users’ likelihood of

adopting the Al agent

Ranjay Krishna | ranjay@cs.washington.edu

5.0

4.5

4.0

3.5

3.0

Inention to adopt

)

High Low
competence competence

96



Users prefer to cooperate with agents that have high warmth

and low competence

5.0
4.5
4.0
35

3.0

- mixed support to both H1 and H2:

Desire to help/co-operate

High Low
competence competence

5.0

4.5

4.0

3.5

3.0

Desire to help/co-operate

High warmth Low warmth

- assimilation theory along the warmth dimension
Ran - contrast theory along the competence dimension. o7



Users use more
words and spend

more time speaking
to agents with high

warmth

Ranjay Krishna | ranjay@cs.washington.edu

High warmth conversation

Is wifi included?

yes

And the Paris location does that
include breakfast?

Breakfast is offered

Do they speak english?

| am sorry. | don't have that information.
Do | get my own bathroom?

| am sorry. | don't have that information.

How far from the Empire State
Building is the New Yorkhotel?

| am sorry. | don't have that information.
Does berlin offer parking?

| am sorry. | don't have that information.

Do any of these hotels offer spa
services?

yes

New York and Paris
Do any have a minibar?
| am sorry. | don't have that information.

| would like to book the Paris
hotel.

Low warmth conversation

Hello, | am planning for a trip to
New York from Montreal

We have options for you.

Luma Hotel - 4 Star: Dates

Available: August 26 to 30 (5
nights) Price: $850.90

Yes
is it available on that dates?

yeah! that sounds good.

Okay. I'll book that for you right away.
Do you want me to show you
your return flight options?

United - Departure at 2:00 pm
local time - Direct Flight - $311

yes

Does berlin offer parking?

| am sorry. | don't have that information.

Great. it will work.

Al system - User

98



effect is greater as the violation is greater

Adoption intention v/s Competence

4.5 toddler

2.5

2.0
1.0 1.5 2.0 2.5 3.0

trained
professional

estimated post-use
competence of system

1
|
1
|
i
|
1
|
|
i
I
1
|
1
|
|
|
I
I
I
B
! in control group
I

1

3.5 4.0 4.5

Competence

Ranjay Krishna | ranjay@cs.washington.edu

Extreme violations of expectations
have stronger effects
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Retrospective Analysis

4.00

| G
: &laoice PP Replikeh
3.75 i
3.50 | ‘Woebot .Mitsuku
- AN
3.25 E Similar warmth
|
300 ~4-——t-——- ettt L -
|
|
275 i
i
2.50 : Simitar
! .Tay competence
225
I\ /
2.00
250 275 300 325 350 375 400 425 450
Competence

Ranjay Krishna | ranjay@cs.washington.edu

Most chabots today signal high competence.
=>ysers are left disappointed

Xiaoice is seen as having higher warmth as
Tay, which could explain why Tay was subject
to a lot more antisocial behaviour

Similarly Woebot and Replica are high
warmth and elicit positive behaviour .

Mitsuku is seen as high competence which
could explain it’'s dehumanisation



#5: Choice of aggregation:

Subjective interpretations violate absolute values

Linear assumption violates normalization

Averaging across participants doesn't work

Paper suggests asking people to guess with what
probability they prefer X over Y. And Y over X.

Website User Survey

1. The website has a user friendly interface.

O {2t O O O
strongly agree neutral disagree strongly
agree disagree

2. The website is easy to navigate.

& O) O O) o
J \J J
strongly agree neutral disagree strongly
agree disagree

3. The website's pages generally have good images.

O O O {2t O
strongly agree neutral disagree strongly
agree disagree

4. The website allows users to upload pictures easily.

& O) O O) O
J S J
strongly agree neutral disagree strongly
agree disagree

5. The website has a pleasing color scheme.

O O %t O O
strongly agree neutral disagree strongly
agree disagree

Ranjay Krishna | ranjay@cs.washington.edu Ethayarajh et al. The Authenticity Gap in Human Evaluation. ArXiv 2022



#6: Choice of task: Proxy task (left) doesn’t correlate with actual task (right)

Is 30% or more of the nutrients on this plate fat?

The actual task:
- Isthere >30% fat?

Al predicts binary (yes/no) answer

NO, 30% or more of the nutrients on this plate is not fat.

What is your decision?

NO, 30% of the nutrients on this plate is not fat

Bucinca et al. Proxy Tasks and Subjective Measures Can Be Misleading in
Ranjay Krishna | ranjay@cs.washington.edu Evaluating Explainable Al Systems. Ul 2020



#6: Choice of task: Proxy task (left) doesn’t correlate with actual task (right)

Is 30% or more of the nutrients on this plate fat?

The actual task:

- Isthere >30% fat?

Al predicts binary (yes/no) answer

Al can produce explanations in the form
Of exe m p | a I'S NO, 30% or more of the nutrients on this plate is not fat.

What is your decision?

NO, 30% of the nutrients on this plate is not fat YES, 30% of the nutrients on this plate is fot

Bucinca et al. Proxy Tasks and Subjective Measures Can Be Misleading in
Ranjay Krishna | ranjay@cs.washington.edu Evaluating Explainable Al Systems. Ul 2020



#6: Choice of task: Proxy task (left) doesn’t correlate with actual task (right)

Is 30% or more of the nutrients on this plate fat?

The actual task:

- Isthere >30% fat?

Al predicts binary (yes/no) answer

Here are ingredients the Al recognized as main nutrients which make up 30% or more fat on this plate:

salmon

Al can produce explanations in the form e e
YES, 30% or more of the nutrients on this plate is fat.
of detected concepts.

What is your decision?

is not fat. YES, 30% of the nutrients on this plate is fat.

Bucinca et al. Proxy Tasks and Subjective Measures Can Be Misleading in
Ranjay Krishna | ranjay@cs.washington.edu Evaluating Explainable Al Systems. Ul 2020



The proxy task: What do you think the Al will choose?

Is 30% or more of the nutrients on this plate fat?

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Fact: 30% or more of the nutrients on this plate is not fat,

Here are examples of plates that the Al knows the fat content of and categorizes as similar to the one above:
e, ~

This Al recommended answer is:

NO, 30% or more of the nutrients on this plate is not fat.

What will the Al decide?

What is your decision?

NO, 30% of the nutrients on this plate is not fat YES, 30% of the nutrients on this plate is fot.

NO, 30% of the nutrients on this plate is not fat YES, 30% of the nutrients on this plate is fat

Bucinca et al. Proxy Tasks and Subjective Measures Can Be Misleading in
Ranjay Krishna | ranjay@cs.washington.edu Evaluating Explainable Al Systems. Ul 2020



#6: Choice of task: Proxy tasks don’t correlate with actual task

Proxy Task

[ = deguctive : Deductive explanations = detected concepts

EEE inductive

(=)}
o

w
o
L

Use that information to deduce the answer

40 4

percent of participants

Inductive explanations: examplars

Use general patterns from other examples

trust preference

Bucinca et al. Proxy Tasks and Subjective Measures Can Be Misleading in
Ranjay Krishna | ranjay@cs.washington.edu Evaluating Explainable Al Systems. Ul 2020



#6: Choice of task: Proxy tasks don't correlate with actual task

Proxy Task Actual Task
60 = .deducFive mmm deductive
EEE inductive 60 B inductive
50 A
4 1901
o [
g- 40 4 .g
= ‘é 40 A
8 ©
- Q
2 30 k) 30 -
5 =
o I
Q - =
- g 201
10 7l 10 .
0 - 0 -
trust preference trust preference

Bucinca et al. Proxy Tasks and Subjective Measures Can Be Misleading in
Ranjay Krishna | ranjay@cs.washington.edu Evaluating Explainable Al Systems. Ul 2020



schooner

#7/: Unfaithful explanations:
Saliency maps

Ranjay Krishna | ranjay@cswashington.edu Zeiler and Fergus, “Visualizing and Understanding Convolutional Networks”, ECCV 2014



Which pixels explain the prediction? Saliency via backprop

Forward pass: Compute probabilities

Simonyan et al. “Deep Inside Convolutional Networks: Visualising Image Classification
Ranjay Krishna | ranjay@cs.washington.edu Models and Saliency Maps”, ICLR Workshop 2014



Which pixels explain the prediction? Saliency via backprop

Forward pass: Compute probabilities

Compute gradient of (unnormalized) class score
with respect to image pixels, take absolute value
and max over RGB channels

Simonyan et al. “Deep Inside Convolutional Networks: Visualising Image Classification
Ranjay Krishna | ranjay@cs.washington.edu Models and Saliency Maps”, ICLR Workshop 2014



Which pixels explain the prediction? Saliency via backprop

Simonyan et al. “Deep Inside Convolutional Networks: Visualising Image Classification
Ranjay Krishna | ranjay@cs.washington.edu Models and Salien‘% Maps”, ICLR Workshop 2014



Saliency maps were getting quite popular

Original Image

)
Gradient |

SmoothGrad -»-3

R
Gradieni® Input

Guided ™
Back-propagation

GradCAM -

)

Guided GradCAM

Integrated Gradients

Integrated Gradients-SG o X

Ranjay Krishna | ranjay@cs.washington.edu

_ Original Explanation

Adebayo et al. Sanity Checks for Saliency Maps. NeurlIPS 2018



#/: Unfaithful explanations: random predictions don't change
explanations

Original Image

u
_ Original Explanation

o8
. logits
i~

(o
Gradient |

SmoothGrad & % =

g uxoey’ v

Gradieni® Input

Guided . s
Back-propagation

GradCAM - -

Guided GradCAM  © €

Integrated Gradients l’ .‘ o

A - e

Integrated Gradients-SG * * %

Ranjay Krishna | ranjay@cs.washington.edu Adebayo et al. Sanity Checks for Saliency Maps. NeurlIPS 2018



#/: Unfaithful explanations
change explanations

c

Original Image '%
s —
o
] o
- ~
g |
- £ B
s+ 28 E

> o e T ?ﬂl f’f'

"" 3o s

Gradient | =
SmoothGrad &0 ¥ F ¥
Gradieni® Input :

Guided . M B
Back-propagation ¥

-
GradCAM - - r
P

R

g

Guided GradCAM © = ¢

Integrated Gradients

Integrated Gradients-SG  * :e ‘

Ranjay Krishna | ranjay@cs.washington.edu

:randomizing last two layers don't

Adebayo et al. Sanity Checks for Saliency Maps. Neur|PS 2018



#/: Unfaithful exp

lanations: random networks induce the

same explanations

Original Image

B
Gradient

SmoothGrad

Gradieni® Input |

Guided
Back-propagation

GradCAM

Guided GradCAM

Integrated Gradients

Integrated Gradients-SG

Ranjay Krishna | ranjay@cs.washington.edu

Cascading randomization
from top to bottom layers

v

‘_ Original Explanation
mixed_7b
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Adebayo et al. Sanity Checks for Saliency Maps. NeurlIPS 2018



#8: Faithful explanations may still hurt decision making

4 Do People Overrely on Al?

Team performance when

5 the Al is correct

©

s People could
o make better
Q decisions on
< their own

........................................................... e

Team performance when
the Al is incorrect

Human alone Al alone Human + Al team

Bucinca et al. To Trust or to Think: Cognitive Forcing Functions Can
Ranjay Krishna | ranjay@cs.washington.edu Reduce Overreliance on Al in Al-assisted Decision-making. CSCW 2021




#8: Faithful explanations may still hurt decision making

4 Do People Overrely on Al?

Overreliance!!!

Team performance when

5 the Al is correct

©

s People could
o make better
Q decisions on
< their own

........................................................... e

Team performance when
the Al is incorrect

Human alone Al alone Human + Al team

Bucinca et al. To Trust or to Think: Cognitive Forcing Functions Can
Ranjay Krishna | ranjay@cs.washington.edu Reduce Overreliance on Al in Al-assisted Decision-making. CSCW 2021




Deep Dive:

Research question:

Can explanations reduce overreliance on Al-assisted decision making?

Vasconcelos et al. Explanations can reduce overreliance Overreliance on Al
Ranjay Krishna | ranjay@cs.washington.edu Systems During Decision-Making. CSCW 2023



What is overreliance?

Al Agent

(Da

O (LhL

Ranjay Krishna | ranjay@cs.washington.edu

Correct

Incorrect

Human Decision-Maker

Reject Al's Decision

Accept Al's Decision

Underreliance

Appropriate Reliance

Appropriate Reliance

Overreliance




Two prototype strategies in which people engage with explanations

Engage with the task

: Complete the .
:  task alone Verify the Al : Rely on the Al

Ranjay Krishna | ranjay@cs.washington.edu



Predominant hypothesis for overreliance

Cognitive biases

- Mere presence of explanations increase trust.
- Trust makes us overrely.

Ranjay Krishna | ranjay@cs.washington.edu



There are cases when we do engage with explanations

- Incorrect email auto-replies
- GPSnavigation system showing you the wrong route
- What else have you encountered?

Ranjay Krishna | ranjay@cs.washington.edu



Why don't explanations help in these tasks?

The Al must decide: Is 30% or more of the nutrients on this plate fat?

Fact: 30% or more of the nutrients on this plate is not fat.

What will the Al decide?

NO, 30% of the nutrients on this plate ks not fat YES, 30% of the nutrients on this plate is fat

Ranjay Krishna | ranjay@cs.washington.edu

The Lophotrochozoa, evolved within Protostomia, include two of the most successful
animal phyla, the Mollusca and Annelida. The former, which is the second-largest animal
phylum by number of described species, includes animals such as
and the latter comprises the segmented worms, such as earthworms and leeches. These two

groups have long been considered close relatives because of the common presence of
trochophore larvae, but the annelids were considered closer to the arthropods because they are
both segmented. Now, this is generally
morphological and genetic differences between the two phyla. The Lophotrochozoa also
include the Nemertea or ribbon worms, the Sipuncula, and several phyla that have a ring of

L

d convergent evolution, owing to many

ciliated tentacles around the mouth, called a | lly group

together as the lophophorates. but it now appears that the lophophorate group may be

phoph These were

paraphyletic, with some closer to the nemerteans and some to the molluscs and annelids. They
include the Brachiopoda or lamp shells, which are prominent in the fossil record, the
E the Phoronida, and possibly the Bryozoa or moss animals.

P

What are some of the animals in
Annelida?

O Memerteans
O Ribbon worms
O Earthworms and leeches

O Snails, clams, and squids




A cost-benefit framework

Costs increase overreliance

Benefits decrease

Ranjay Krishna | ranjay@cs.washington.edu

Task Difficulty

Presence of
Explanation

Explanation

Difficulty

Need for

Cognition

—_—

V4

Cost

Monetary
Rewards

Overreliance

Utility

Trust

\L/

Benefit

Intrinsic
Motivation




Designed tasks that increase in cognitive effort




Explanations that take different cognitive effort

Highlight

N Which exit can you get to from the Which exit can you get to from the N O
explanations e - .
s — explanations
A :
L ¢
e o
£
Which exit can you get to from the Which exit can you get to from the
start? start?
et B e
Right, up, right, nght, right, right, down, "
ST :
SR
Written oo Highlight
R TN R A R EE S FLS|
explanation’s explanations

for hard tasks

Ranjay Krishna | ranjay@cs.washington.edu



Highlights reduce cognitive effort to find Al errors

fall

ol

=y

4

J

Ll i

START

XAl error

J—I:IH‘_-'Jj_r‘_

|

) ﬁluif bl

-

Ranjay Krishna | ranjay@cs.washington.edu

Less likely to Overrely

Al’s Prediction: D
Correct Answer: A




We show for the first time that explanations do reduce
overreliance in human-Al decision making but only when the
task difficulty is high enough to require explanations

100%
B Prediction only

Explanation
80%

60%
40% I
20% - :

0% | e———

Easy task Medium task Hard task

Overreliance

Ranjay Krishna | ranjay@cs.washing



If explanations take effort to understand, overreliance
INncreases

100%
B Prediction only
[ Written explanation
80% Highlight explanation
3
% 60%
E
g 40% I
@)
- - I
0% &i =

Easy task Medium task Hard task

Ranjay Krishna | ranjay@cs.washington.edu



Adding two a new type of explanations:

Incomplete Salient

explanations explanations
START

Ranjay Krishna | ranjay@cs.washington.edu



All four types of explanations? Which one do you think will

have highest and lowest overreliance for hard tasks?
Highlight

Incomplete Salient explanations

explanations explanations

STA RT START it to from the
c AV's Suggestion:
H s A
. =

Written
explanations

Ranjay Krishna | ranjay@cs.washington.edu



Less cognitive effort -> less overreliance

100%
B Prediction only
- Written explanation
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More benefit -> less overreliance
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Challenges with evaluation protocols for human-Al systems
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Next time:
_earning from interactions
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