Lecture 2 - finishing up from last time

The humans strike back,
The humans-in-the-loop



Course logistics

Discussion sections:

- We will discuss two papers
- We will combine both papers together across roles to save time

Project proposals are due Jan 24 at 11:59pm

Ranjay Krishna | ranjay@cs.washington.edu



The humans-in-the-loop: two perspectives

Artificial Intelligence

Goal: To produce high quality labels as
efficiently as possible

Artifact: training data for models

Impacts across short time horizon
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Human-Computer Interaction

Goal: To support a labor force achieve their
financial and career goals

Artifact: automations that structure work

Impacts across long time horizon



Studying long term annotator quality

A Quality increases over time:
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Quality decreases over time:
Time
[Hataet al. A Glimpse Far into the Future:
Ranjay Krishna | ranjay@cs.washington.edu Understanding Long-term Crowd Worker Quality. CSCW 2017] 4



Speeding up
annotation

[Krishna et al. Embracing Error to Enable Rapid Crowdsourcing. CHI 2016] S



Job Characteristic Model ..o

Core Job Characteristics = — Critical Psychological States = — Outcomes

=l vareny —l Experience High internal work
Skill identity - meaningfulness of FRERET G
Skill significance _J the work
High “growth”
Experience satisfaction
Autonomy > responsibility of the > _ ‘
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work satisfaction
High work
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Existing platforms do not support these job characteristics

Requester

James Billings
Research Rewards
Mayanksoniphd
Shopping Receipts
Shopping Receipts
minsVA

Shopping Receipts
VacationRentalAP| CA
Shopping Receipts
minsVA

Shopping Receipts
VacationRentalAP|
VacationRentalAP|
str11223344
VacationRentalAP|
Alexander Gutin
VacationRentalAP| CA
Company

Shopping Receipts

VacationRentalAPI CA
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Tite

Market Research Survey

Quick Market Research Survey

Generate praise, given a persona.

Extract General Data & Items From Shopping Receipt
Extract General Data & Items From Shopping Receipt
Draw a polygon around the tailgate of the requested cars
Extract General Data & Items From Shopping Receipt
Address Identification - 10207 - Kelowna, BC

Extract General Data & Items From Shopping Receipt
Draw a polygon around the front hood of the requested cars
Extract General Data & Items From Shopping Receipt

Address ification - 10227 - Mil is, MN

Address Identification - 10243 - New Listing Mix

Tell us what this item is - General Contents - Batch ID #44814
Address Identification - 10242 - New Listing Mix

Run a query in ChatGPT

Address Identification - 10200 - Brampton, ON

Company Logos

Extract Data From Shopping Receipt

Address Identification - 10201 - Burnaby, BC
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Existing platforms do not support these job characteristics

Request

J) . . 25,571 $0.05
1 Does this task design even work? R

6,655 $0.03
Shopping Receipts Extract General Data & Items From Shopping Receipt 1,150 $0.01
Shopping Receipts Extract General Data & Items From Shopping Receipt 1,121 $0.02
minsVA . . . 915 $0.10
- What skills does this task require or help I
VacationRentalAP| CA m e d eve I O p ? 676 $7.50
Shopping Receipts Extract General Data & Items From Shopping Receipt 628 $0.05
minsVA Draw a polygon around the front hood of the requested cars 616 $0.10
Shopping Receipts Extract General Df 554 $0.04

VacationRentalAP|

VacationRentalAP|

str11223344

VacationRentalAP|

Alexander Gutin

VacationRentalAP| CA

Company

Shopping Receipts

VacationRentalAPI CA

sssenicd VVNY does Amazon take between 20-40% w s
Address Identifical Of Overhead? 371 $2.00

Tell us what this it 353 $0.08

Address Identification - 10242 - New Listing Mix 353 $2.00

Created ~
9m ago
6m ago
15d ago
11s ago
4h ago
4h ago

3h ago
5h ago
16h ago
4h ago
12h ago
5h ago
3h ago
6d ago

4h ago

Preview

Preview

Preview

Preview

Preview

Preview

Preview

Preview

Preview

Preview

Preview

Preview

Actions.

Accept & Work

Accept & Work

®

[

[

L

[

[

Run a query in ChatGPT

Address Identification - 10200 - Brampton, ON

Bad ratings hurt my future earning

potential. Can’t even rate the requestors

Extract Data From Shopping Receipt

Address Identification - 10201 - Burnaby, BC 258 $7.50
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Humans-in-the-loop from an HC| perspective:
Can we develop a platform that supports worker
needs?

Ranjay Krishna | ranjay@cs.washington.edu



Daemo: a Self-Governed Crowdsourcing Marketplace

V1 launched with :

Prot oty pe tas k S Category Project Prototype Task Pay prototype Task
A
- Workers improve task o7 (a) C j“
. Select task category Enter project details Test workers Review prototype task and pay
des 12N Improve project description l
Open governance Review & Pay Hidline nillestones iy
o =
- 3workers Q - = e B
_ 3 re q ue St ers Review milestones and pay Define rest of milestones Identify the most suitable workers

- 7Jlresearcher

Gaikwad et al. Daemo: a Self-Governed Crowdsourcing
Marketplace. UIST 2017
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A reputation protocol: workers received feedback

Double blind Highly-rated workers level up,
Crowd Guild fund reviews for workers earn more money & reputation

& & Random review of worker’s
submission by N+1 level worker
N level Worker ~ N+1 level worker .

| 4 O &=
glaa':fg:rtnhfeee paid for review ] ? =‘ E E . “ level N+1
N\ /7 = = | Gl

level N
Q REVI level N-1
com

Guild Fund

Low rated workers level down,
earn less money & reputation

Whiting et al. Crowd Guilds: Worker-led Reputation and Feedback
on Crowdsourcing Platforms. CSCW 2017
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A I’ati ﬂg SyStemj worker’s incentive

To trade off skill > A
vari ety of | dentity bob, worker alice, requester
@@ = |ra@® O
SVW=E| a9 oo
SV =| &a® 000

Top rated requesters from
Bob feature at the top of
his task feed.

Top rated workers from
Alice view her new tasks
before anyone else.

requester’s incentive

Gaikwad et al. Boomerang: Rebounding the Consequences of
Reputation Feedback on Crowdsourcing Platforms. UIST 2016
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Building a new decentralized crowdsourcing system with a
crowd of researchers

~

Oy

&
&
&

]

———

Achieve upward educational mobility while creating research systems and co-authoring papers

Vaish et al. Crowd Research: Open and Scalable University
Laboratories. UIST 2017
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ldeas

Changes to the platform
were ideated on
transparently and
collectively prioritized
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IWN‘” lFﬂrW@ Transparency and repre 125

Requesters feel powerless: 6 Requester disputes:
Workers feel powerless: 8 8.9
Worker community building: 8 M.  and communities:

' Task Ul is comy
| Monotonous work: 10 =
| Cold-start problem for workers: 8  Clearer interface: 11

! Crowdturfing: 5
* Friendly to 5 Misc. ideas not echoed: 33
— - - y X:18
= o, - International population: 16
| Payment transparency: 7 "Mobile crowdsourcing: 3 Mobile crowd: 3

| Trust and coordination: 7



Author order determined
using crowdsourced points
and page rank

Potential challenges:

- Linkring
- Quid-proquo strategy

Ranjay Krishna | ranjay@cs.washington.edu




Supporting
upward
mobility

Our authors were
more diverse than
those from other

papers at the same
venue

Ranjay Krishna | ranjay@cs.washington.edu

UIST 2016

CSCW 2017

UIST 2016

CSCW 2017

Crowd Research
All other papers

Crowd Research
All other papers

Crowd Research
All other papers

Crowd Research
All other papers

Coauthors' universities that are ranked
below 500 worldwide

- ER
2%

Coauthors whose countries are ranked
below 50 worldwide in GDP per capita

I

§2%

-
W%



Job Characteristic Model ..o

Core Job Characteristics = — Critical Psychological States = — Outcomes

=l vareny —l Experience High internal work
Skill identity - meaningfulness of FRERET G
Skill significance _J the work
High “growth”
Experience satisfaction
Autonomy > responsibility of the > _ ‘
outcomes of the High general job
work satisfaction
High work
Y
Eeedback ) Knowledge of the effectiveness

actual results of the
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The humans-in-the-loop: two perspectives

Artificial Intelligence

Goal: To produce high quality labels as
efficiently as possible

Artifact: training data for models

Impacts across short time horizon
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Human-Computer Interaction

Goal: To support a labor force achieve their
financial and career goals

Artifact: automations that structure work

Impacts across long time horizon



Lecture 3

Return of the metrics,
The challenges with evaluating models

Ranjay Krishna | ranjay@cs.washington.edu



Today's questions: We will take an Al perspective today

|s a model good enough for deployment?

Which model is better?
How do we design effective evaluation metrics?

How do we utilize these metrics within an appropriate evaluation protocols?
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Main take away from today’s lecture

Machine learning evaluation is a challenging
unsolved problem.
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A shift in Al: From algorithms to machine learning

Y LY

Classical algorithms Empirical machine learning
Problems: precisely defined algebraically Problems: loosely defined by datasets
Example: Graphcut algorithm Example: ResNet50 trained on ImageNet 1K
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A shift in Al: From algorithms to machine learning

Y LY

Classical algorithms
Problems: precisely defined algebraically
Example: Graphcut algorithm
Accuracy: measured by correctness

Artifact: provably correct, transparent process

Ranjay Krishna | ranjay@cs.washington.edu

Empirical machine learning
Problems: loosely defined by datasets
Example: ResNet50 trained on ImageNet 1K
Accuracy: measured using test set

Artifact: stochastic black box model



Object Classification

This image by Nikita is
licensed under CC-BY 2.0
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: The ImageNet task

(assume given a set of possible labels)
{dog, cat, truck, plane, ...}

> cat

Evaluated using either top-1 or top-5 accuracy

24


https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

Top-5 accuracy on ImageNet challenge over the years

30 282
152 layers| | 152 layers| | 152 layers
25-
Ao Ao A
20
16.4
15
19 layers | |22 layers,
10
7.3 6.7
5 3.6 >
i | e B
2010 2011 2012 2013 2014 2014 2015 2016 2017 Human
Linetal Sanchez &  Krizhevsky etal — Zeiler & Simonyan &  Szegedy et al Heet al Shao et al Huet al Russakovsky et al
Perronnin (AlexNet) Fergus  Zisserman (VGG)GoogleNet)  (ResNet) (SENet)
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High level evaluation protocol for empirical machine learning

Filtering
_> —
Data source

Dataset
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High level evaluation protocol for empirical machine learning

_>l'g¢. . |__‘
T T T -Jﬂ

_JE}.

Validation
Filtering N
— > 1 5
Data source &‘
Test
Dataset
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High level evaluation protocol for empirical machine learning

6 3 3

)
¥

—

Filtering N
—_— —_—>
Data source &‘

Dataset
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High level evaluation protocol for empirical machine learning

Filtering
_> —
Data source

Dataset

Ranjay Krishna | ranjay@cs.washington.edu



Use of benchmark test datasets and common metrics
- Dates back to 1980s.

- Funded by DAPRA and led by IBM
- Goal: solve general diction problem

- Metric: Word error rate (WER)
- Artifact: a shared set of datasets, evaluation protocols, common metric, etc.

Ranjay Krishna | ranjay@cs.washington.edu



UCI| machine learning collection of datasets

Started in 198/ by David Aha
and fellow graduate students at
UC Irvine.

Ranjay Krishna | ranjay@cs.washington.edu
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Class activity: So if things are working, can you think of issues
with today’s evaluation protocol?

Filtering
_> —
Data source

Dataset

Ranjay Krishna | ranjay@cs.washington.edu



#1: The replication crisis

Take a basic convolution neural network to solve object classification for instance

Image Maps

Fully Connected

Input

Convolutions
Subsampllng

Ranjay Krishna | ranjay@cs.washington.edu



Optimization options

—— SGD+Momentum

— RMSProp

Adam

Ranjay Krishna | ranjay@cs.washington.edu



So many choices of activation Functions

Sigmoid

1
l14+e—*2

tanh 1(
tanh(x)

RelLU

o(x) =

max (0, x)

Ranjay Krishna | ranjay@cs.washington.edu

10

Leaky RelLU
max(0.1z, x)

Maxout
max(wiz + by, wiz +b
1 1, W5 T + 2)

10

ELU

10

T x>0
ae®—1) =<0

10



Data preprocessing

original data

10

-5

-10

-10 -5

Ranjay Krishna | ranjay@cs.washington.edu

10

zero-centered data

10

normalized data

-5

-5

-10
-10




Regularization options: e.g. Mixup

Training: Train on random blends of images
Testing: Use original images

Examples:

Dropout

Batch Normalization
Data Augmentation
DropConnect
Fractional Max Pooling
Stochastic Depth
Cutout / Random Crop
Mixup

Target label:

CNN cat: 04
dog: 0.6

Randomly blend the pixels of
/ = pairsoftrainingimages, e.g.
Z 40% cat, 60% dog

Ranjay Krishna | ranjay@cs.washington.edu Zhang et al, “mixup: Beyond Empirical Risk Minimization”, ICLR 2018



Loss curves are often used instead of real metrics to make decisions

— task2
— task3
— task4
—— task5
— task6
—— task7
— task8
—— task9

‘ I — task0
—— taskl

~— task10
— taskll
— taskl2
— taskl3
— taskl4
— taskl5

~——— taskl6
—— taskl17
—— task18
— task19
— task20
—— task21
—— task22

—— task23

m ik ‘”l — task24
YT A — taskd5
i ~' i M““‘"'W" il
uu 'h Wi rffﬁ\ me W ~ task28

A ,1,‘1"'1”' — task29

o Ml g wmm WA k2

0 — task33
— task34
— task35
— task36
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Hardware + Software options

Ranjay Krishna | ranjay@cs.washington.edu

Py Torch

TensorkFlow

39



Normalization layer options

Batch Norm Layer Norm Instance Norm Group Norm

H, W
VAR A
oy

H, W
H,W

LT
H, W

VT
VAR

AV
NERT T
LT

LT

LTS ST

KRR
LR
ZUEE

Wu and He, “Group Normalization”, ECCV 2018
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#1: The replication crisis

All these details are lost in appendixes or during experiments.

Anecdote: sometimes we can't reproduce our own results because of other processes
interfering.

Ranjay Krishna | ranjay@cs.washington.edu



#1: The replication crisis: not just a machine learning challenge

SCierlce Contents ~ News ~ Careers ~ Journals ~

nature s

SHARE  RESEARCH ARTICLE
Estimating the reproducibility of psychological science

Open Science Collaboratio
+ See all authors and affiliatiol

Home | Ne! | Research i Careers & Jobs | Current Issue | Archive | Audio & Video | For Al

o =
-

Over half of psychology studies fail reproducibility
test

Largest replication study to date casts doubt on many published positive results.

= Britainr's angry white men
Monya Baker The i How 10 60 & nudkear deal with lran
Economist
Junk bond's are back
27 Auaust 2015 - The meaning of Sachin Tendulkar
SCIENCE HGWV

Psychology’s Replication Cirisis Is Running Out of Excuses CCHENCE

Another big project has found that only half of studies can be repeated. And this time, the usual explanations @ Es
fall flat.

ED YONG NOVEMBER 19, 2018
o | &
»
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Article Figures & Data Info & Metrics elLetters PDF
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Bad news

Open Science Collaboration.
Estimating the reproducibility of
psychological science. Science 2015

Ranjay Krishna | ranjay@cs.washington.edu

p-value
1.00 - Not Significant
Significant
Replication Power
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Original Effect Size

Original study effect size versus replication effect size (correlation coefficients).

Diagonal line represents replication effect size equal to original effect size. Dotted line represents
replication effect size of 0. Points below the dotted line were effects in the opposite direction of the
original. Density plots are separated by significant (blue) and nonsignificant (red) effects.



MNIST CIFAR-10 CIFAR-100 Caltech-256 ImageNet QuickDraw

H2:

L b | . correctable
given: 8 given: cat give}\: lobster given: dolphin given: white tork given: tiger
e r rO rS corrected: 9 corrected: frog corrected: crab corrected: kayak corrected: black stork corrected: eye
multi-label
given: hamster given: laptop given: mantis given: wristwatch
also: cup also: people also: fence also: hand
neither / -&
Northcutt et al. Pervasive given: 6 given: deer given: rose glven house-ﬂy given: poIar bear  given: pineapple
Label Errorsin Test Sets alt: 1 alt: bird alt: apple alt: ladder alt: elephant alt: raccoon
Destabilize Machine : —
Learning Benchmarks. . ik 1
NeurlPS 2021 non-agreement

]
-
. =

Ranjay Krishna | ranjay@cs.washingtor given: 4 given: automobile  given: dolphin given: yo-yo given: eel given: bandage
alt: 9 alt: airplane alt: ray alt: frisbee alt: flatworm alt: roller coaster



#2: Labeling errors: % errors in test sets

2 : Test Set Errors

Datapct Motaliey Size Mt CL guessed MTurk checked validated estimated | % error
MNIST image 10,000 2-conv CNN 100 100 (100%) 15 - 0.15
CIFAR-10 image 10,000 VGG 275 275 (100%) 54 - 0.54
CIFAR-100 image 10,000 VGG 2,235 2,235 (100%) 585 - 5.85
Caltech-256f image 29,780 Wide ResNet-50-2 2,360 2,360 (100%) 458 - 1.54
ImageNet" image 50,000 ResNet-50 5,440 5,440 (100%) 2,916 - 5.83
QuickDraw' image 50,426,266 VGG 6,825,383 2,500 (0.04%) 1870 5,105,386 10.12
20news text 7,532 TFIDF + SGD 93 93 (100%) 82 - 1.09
IMDB text 25,000 FastText 1,310 1,310 (100%) 725 - 2.90
Amazon Reviews’  text 9,996,437 FastText 533,249 1,000 (0.2%) 732 390,338 3.90
AudioSet audio 20,371 VGG 307 307 (100%) 275 - 1.35
“Because the ImageNet test set labels are not publicly available, the ILSVRC 2012 validation set is used.

Northcutt et al. Pervasive Label Errors in Test Sets Destabilize Machine Learning Benchmarks. . Neur|PS 2021
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#2: Labeling errors: Errors make larger models overfit

o2 -

% Nasnet % Reall-18 Agreement

— Agreement o 7= . Threshold

= @80% Threshold - . g i)

g 2 + 50f5 ’\f* Z g 80%

= g 2 AsNet-18 S §

g p 0% ; 5%

g 8 g3

25 ' == 0% —

'g_‘ 60% AlexNet g‘ *

= 60% 0% 80% 2 5% 10% 15%

0 0 0 0 0 970
Top-1 Acc on original labels Top-1 Acc on Correctable Set (original labels)
(a) ImageNet val set acc. (b) ImageNet correctable set acc.
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#2

94

90 -

Real accuracy [%]

78 1

86

. Labeling errors: Relabeled ImageNet test set

@® ImageNet labels
@® Model predictions

‘e —— Slope = 0.86
/ --- Slope = 0.51
70 75 80 85 90 95 100

ImageNet accuracy [%]
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Gains reported using fixed
labels is smaller than those

with original ImageNet labels
IS

Beyer et al. Are we done with ImageNet?
2020



#2: Labeling errors: Of course the training set also has errors

Gains reported using fixed labels is smaller than those
with original ImageNet labels is

Mox Mbarn [ fence

Variants ImageNet top-1 (%)
ReLabel (localized mutli-labels) 78.9
Localized single labels 78.4 (-0.5)
Global multi-labels 78.5 (-0.4)
g Global single labels 77.5 (-1.4)
£ Original ImageNet labels 77.5 (-1.4)
I:wgeNet ox 1.00
Relabel ox100  bamnt00  fen=03%  BRROS  Vunet al. Re-labeling ImageNet: from Single to Multi-Labels, from Global to Localized

Labels. CVPR 2021
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#3: Generalization errors: Test sets represent a small slice of
the real world.

Models may have seen: Spatio-temporal holding Ieft_pf hold twist behind  hold left of hgld
scene graph: phc:)ne phone bot::tle bottle l‘)otﬂ;
- peop | S picking up phone taking a: picture putting ; phone down i holding a bottle |
- phones, 3 5 : : : [im
- bottles, |

- people holding bottles

Example compositional spatio-temporal questions:

Can they generalize to: HpoSighelspatte el
Q: What did the person hold after putting a phone somewhere? A: bottle

- Peop|e hOldlﬂg Q:Werethey:-: INg a picture or holding a bott for Ionger? A: ho 53|
phones? Q: Did they take a picture before or after they did the longest action?  A: before

Ranjay Krishna | ranjay@cs.washington.edu  Grunde-Mclaughlin et al. AGQA: A Benchmark for Compositional Spatio-Temporal Reasoning CVPR 2021



#3: Generalization errors: Systematic generalization in video
understanding decreases as composition steps increase

_ Accuracy and Compositionality

1.0 : —— HCRN
- Human 09 e —— HME
1 - : —— PSAC
performance: = %5 - —— Human
86%
- Best model
performance:
48%

1 2 3 4 5 6 7 8 9
Compositional Steps

Ranjay Krishna | ranjay@cs.washington.edu  Grunde-Mclaughlin et al. AGQA: A Benchmark for Compositional Spatio-Temporal Reasoning CVPR 2021



#3: Generalization errors: Maybe videos are too hard... what
about images?

CREPE: a benchmark to test for CREPE-Systematicity CREPE-Productivity
compositional generalization of CLIP and T @ s

nseen atoms
other image-text models

Unseen compounds n = 8 » atomic negatives

Can models at the very least generalize
to new compositions of seens concepts?

@ Crepeonaskillet. ®2 @ Browned crepe next to leafy
salad and in front of metal fork.

° Bosts ona sidiief. ° Blue crepe next to leafy salad
© Crepe under askillet. F— and in front of metal fork. —

© Crepeonadog. = £ Browned next to leafy

Ma et al. CREPE: Can Vision-Language Foundation
Models Reason Compositionally? ArXiv 2023
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#3: Generalization errors: compositional generalization

f :@ Seen atoms + compoundsj

beach « country » dog « flowers » palm« m..

P e attached to » around « in « from « lining * ju..
beached flowers in tropioal «white » . . -
G mmln happy * white » empty « snug - tall « flowe...

palm tree with flowers » camera around

trees line the
sidewalk

Stickers placed
on a street sign

Ranjay Krishna | ranjay@cs.washington.edu

—— B split + Y Filter ——

Caption splits AW

test

1 Seen compounds

Four empty

trees line the
chairs at a table

sidewalk

z DH N
Retrieval test datasets test

1 Seen compounds

| Four empty
chairs at a table
+ HN-ATOM, HN-COMP

Splits defined based on what model has seen in training set.

2 Unseen compounds 3 Unseen atoms

: 1
5 g i
?

* g

?
small grill sitting Stickers placed on
onwooden porch astreet sign

maroon” car the backsplash

parked on right

is marble
|
X Hard negatives
N Caption splits + hard negatives.

2 Unseen compounds 3 Unseen atoms

Small grill sitting

Maroon car
on wooden parked on the
porch right

+ HN-ATOM, HN-COMP + HN-ATOM, HN-COMP

Ma et al. CREPE: Can Vision-Language Foundation Models Reason Compositionally? ArXiv 2023



#3: Generalization errors: today's models can't represent
composition in language or vision

Hard Negative Type = Atomic Foils Hard Negative Type = Negate Hard Negative Type = Swap
Model

— FLAVA

0.6 —— CyCLIP
—— ALBEF

—— OpenAl CLIP
----- Random

Recall@1

4 6 8 10 12 4 6 8 10 12 4 6 8 10 12
Complexity Complexity Complexity

Ranjay Krishna | ranjay@cswashingtonedu  Ma et al. CREPE: Can Vision-Language Foundation Models Reason Compositionally? ArXiv 2023



#3: Generalization errors: Increasing model size or increasing
dataset size doesn't improve compositional generalization

o
4]
o

o
o
o

CREPE Recall@1
o o
8 &

0.35

Figure 6. Systematicity Analysis. We plot the retrieval Recall@1 of
all models pretrained on the three datasets and observe no particular
correlation with model size within datasets.

Ranjay Krishna | ranjay@cs.washington.edu
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Figure 7. Productivity Analysis. We plot the retrieval Recall@1 of
all models trained on all three datasets. We observe that there is no
consistent correlation with model size within datasets.
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#4: Static test sets: Reusing test sets every year?
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#4: Static test sets: Reusing test sets every year?

30
28.2 - All future models use small convolution kernels

25-

0 Smaller kernels are good

16.4
15
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#4: Static test sets: Reusing test sets every year?

30
All future models used a lot of layers

28.2
25.8
25
0 Deeper networks are good
16.4
15
11.7

10

7.3 6.7

5.1

5 .

i IFETe

Ruriy Krisgigg g aniav@csygyyrstonedu 5045 2013 2014 2014 2015 2016 2017 Human




#4: Static test sets: Reusing test sets every year?

30
Future models adopt residual connections

—>

28.2
25.8

25-

Residual connections stop vanishing gradients
20

16.4
15
11.7
10
7.3 6.7
5.1
S 3.6
e Bl
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#4: A static dataset: Are models overfitting to the test set?

Al competitions don’t produce
useful models

ImageNet Classification Error (Top 5)

AN

Reliable improvement

Questionable
I Probably overfittmg

2011 (XRCE) 2012 (Ahmm 2013 (2F) 2014 (VGG) 2014 2015 (Mc) 2016
(GoogLeNet) (GooglLeNet-v4)

LR

00 *+

Ranjay Krishna | ranjay@cs.washington.edu



#4: A static dataset: Let's collect a new test set

What if we re-collected
the test set?

Filtering
— —
Data source

Dataset

Ranjay Krishna | ranjay@cs.washington.edu



#4:. A static dataset: Checking for overfitting

What if we re-collected

the test set?
F'ter'ng@ r?
X0
Test #1

Dataset
F|Iter|ng r\
Data source &‘
Test #2
Dataset

Ranjay Krishna | ranjay@cs.washington.edu
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#4: A static dataset: If models are overfitting to test set

Overfitting sketch

—

o

o
|

\O
o1
1

\O
(@)
1

85=

True accuracy on fresh data (%)

7
S
|7
27
c‘)(\ /

Overfitting from
test set re-use

N

Classifier results
over time

Ranjay Krishna | ranjay@cs.washington.edu

85 90 95
Test set accuracy (%)

100



#4: A static dataset: Surprisingly no overfitting

ImageNet
S 80 o
- -
— R 11P6 drop
o \ -
2 3
= 707 x\a(‘g 3 — Best model
o (early 2019)
o 60
O
©
0 501
=
]
Z 45 . | |
Alexnet (2012) 60 70 80

Original test accuracy (top-1, %)

Ranjay Krishna | ranjay@cs.washington.edu Recht et al. Do imagenet classifiers generalize to imagenet? ICML 2019



#4: A static dataset: creating dynamic benchmarks

0.2 =—e— MNIST -5 |mageNet -4 SQUuAD 2.0
—— GLUE —4— SQUAD 1.1 - Switchboard

0.0

-0.2

-0.4

-0.6

-0.8

-1.0 )
2000 2005 2010 2015 2020

Benchmark saturation over time for popular benchmarks, normalized with
initial performance at minus one and human performance at zero.

Ranjay Krishna | ranjay@cs.washington.edu Kiela et al. Dynabench: Rethinking Benchmarking in NLP. NAACL 2021



SENTIMENT ANALYSIS 4 Ii ~
Find examples that fool the model

BB Your goal: enter a negative ¥ statement that fools the model into predicting positive.

Please pretend you a reviewing a place, product, book or movie.

This year's NAACL was very different because of Covid

Model prediction: positive
Well done! You fooled the model. el 6.21%
93.79%

Optionally, provide an explanation for your example: Draft. Click out of input box to save
Covid is clearly not a good thing

The model probably doesn't know what Covid is

Model Inspector

#s This year 's NA AC L was very different because of Cov id #/s

The model inspector shows the layer integrated gradients for the input token layer of the model.

D Retract | M Flag = Q Inspect

This year's NAACL was very different because of Covid

Live Mode l Switch to next context

Ranjay Krishna | ranjay@cs.washington.edu Kiela et al. Dynabench: Rethinking Benchmarking in NLP. NAACL 2021



#4: A static dataset: adversarial training only helps improves
performance on adversarial test sets

Adversarially collected training data did not improve model performance

So far, dynamic adversarial testing hasn't resulted in new insights

Kaushik et al. On the Efficacy of Adversarial Data Collection for Question Answering:
Results from a Large-Scale Randomized Study. ArXiv 2021
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#4: A static dataset: New guidelines for developing test sets

1. Good performance on the benchmark should imply
robust in-domain performance on the task.
— We need more work on dataset design and data
collection methods.

2. Benchmark examples should be accurately and unam-
biguously annotated.
— Test examples should be validated thoroughly
enough to remove erroneous examples and to prop-
erly handle ambiguous ones.

3. Benchmarks should offer adequate statistical power.
— Benchmark datasets need to be much harder
and/or much larger.

4. Benchmarks should reveal plausibly harmful social
biases in systems, and should not incentivize the cre-
ation of biased systems.

— We need to better encourage the development and
use of auxiliary bias evaluation metrics.

Bowman et al. What will it take to fix benchmarking in NLP? ArxXiv 2021

Ranjay Krishna | ranjay@cs.washington.edu



#5: Distribution shifts

Differences between images in
dataset versus images in the real
world

Barbu et al. ObjectNet: A large-scale
bias-controlled dataset for pushing the limits of
object recognition models. Neur|PS 2019

Ranjay Krishna | ranjay@cs.washington.edu

ImageNet

Chairs by
rotation

Chairs by
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ObjectNet

Chairs by
viewpoint




#5: Distribution shifts:

Differences between
Images in dataset versus
images in the real world

Barbu et al. ObjectNet: A
large-scale bias-controlled dataset
for pushing the limits of object
recognition models. Neur!PS 2019

Ranjay Krishna | ranjay@cs.washington.edu



#5: Distribution shifts

———————————

90 ”_,—"'_ R RE

| .« -»- ImageNet Top-5

2 o —— ImageNet Top-1
Differences between images in "L OvrapTop
dataset versus images in the real ’ s ot

—— ObjectNet Top-1

world

40-45%
performance
drop

Accuracy %

Barbu et al. ObjectNet: A large-scale

0 -
. . .. Detectors K A9 A2 L N 0
bias-controlled dataset for pushing the limits of by year M@i \JG%XA Y&sﬂaz ‘“cwoog"w,sﬂf}& S
. ., 2 P 20V 20V 20V PRE0
object recognition models. Neur|PS 2019
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#5: Distribution shifts: in data collection can explain this

E‘so % drop
£ 70 I~ Best model
§ (early 2019)
§ 60
E’J 50
: L
F| |t€rl ﬂg r? Alexnet (2012) gr?ginal test aczgracy (top-l,g/g)
—é
N 85%
Test #1
Dataset
Filtering r\
3 - E‘
Data source ‘ 277
Test #2
Dataset
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#6: Marginalization: Filtering

15 trained on Colossal Clean Crawled Corpus

400 words from the List of filtered words

- E.g.swastika, white power - implications?
- E.g. twink - implications? ,, , —
[ translate English to German: That is good.

"Das ist gut.”
"not acceptable”

"six people hospitalized after
a storm in attala county.”

"cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

Filtering
Data source [

Raffel et al. Exploring the Limits of Transfer Learning with a Unified

Text-to-Text Transformer. |JML 2020
Dodge et al. Documenting Large Webtext Corpora: A Case Study on the

Colossal Clean Crawled Corpus. ArXiv 2021

Dataset

Ranjay Krishna | ranjay@cs.washington.edu


http://list-of-dirty-naughty-obscene-and-otherwise-bad-words

416 M %Darker Female

M %Darker Male

#/: Bias in data source

594
%Lighter Female
233 303 %Ligher Male
- Then: What was not curated caused bias %R MR B

- Today: More media coverage = more training data instances

AFRICA AVERAGE FACES

[
< B

1Y

RWANDA
AGNVINId

2y ‘

SENEGAL
L
AaNVI32I

g \\P] ¥ : |

Selelslele

MALE FEMALE MALE FEMALE FEMALE MALE FEMALE MALE

S.AFRICA
N3a3MS

Data source

Buolamwini et al. Gender Shades: Intersectional Accuracy Disparities in
Commercial Gender Classification. FAccT 2018

Ranjay Krishna | ranjay@cs.washington.edu Bender et al. On the Dangers of Stochastic Parrots: Can Language Models Be
Too Big? FAccT 2021



#8: Environmental and financial costs

Energy for a flight from NY to SF: %
Model Hardware = Power (W) Hours kWh-PUE COze Cloud compute cost
Transformerp,s.  P100x8 1415.78 12 27 26 $41-$140
Transformery;, ~ P100x8 1515.43 84 201 192  $289-$981
ELMo P100x3 517.66 336 275 262 $433-$1472
BERT} s V100x64 12,041.51 79 1507 1438 $3751-$12,571
BERT},. TPUv2x16 e 96 — —  $2074-%$6912
NAS P100x8 151543 274,120 656,347 626,155 $942,973-$3,201,722
NAS TPUv2x1 — 32,623 — —  $44,055-$146,848
GPT-2 TPUv3x32 — 168 — —  $12,902-$43,008

Ranjay Krishna | ranjay@cs.washington.edu Strubell et al. Energy and Policy Considerations for Deep Learning in NLP. ACL 2019



#9: Leaderboard with one metric is not enough

Utility of a new Al model:

#3 #2 SOTA

- Is NOT smooth w.r.t. Accuracy for a ---- LeaderboardA | | l___|
| d b d 101 —— Leaderboard B
caderboar @ el Practitioner C | :
- Any improvement along any dimension is g | T~ Practitioner D 4 -
.. e BT ——— -
good for a practitioner £ R 5
= 4 1 ‘/./ ........... E
/ S——_ :
5 | S :
o f——-TTmmTmmmmmmmT —_— g e
00 02 04 06 08 10

Model Accuracy

Ranjay Krishna | ranjay@cs.washington.edu Ethayarajh et al. Utility is in the Eye of the User: A Critique of NLP Leaderboards. EMNLP 2020



#10: Open ended tasks: Generative models are very hard to
evaluate

Research question:

How do you evaluate the output of an image generation model?

Zhou et al. HYPE: A Benchmark For Human eYe Perceptual
Ranjay Krishna | ranjay@cs.washington.edu Evaluation of Generative Models. Neur|PS 2019






























[t used to be easy to measure progress

2018

lan Goodfellow @goodfellow ian

Goodfellow, I. J., et al. "Generative Adversarial Networks." (2014).

Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning \Cxlvith delep convo\utiolnad\ generative a(djversariaf netvvorllzs." 520153.

- . . . Liu, Ming-Yu, and Oncel Tuzel. "Coupled generative adversarial networks!" (2016).
Ranjay Krishna | ranjay@cs.washington.edu Karras, Tero, et al. "Progressive growing of gans for improved quality, stability, and variation." (2017).
Karras, Tero, Samuli Laine, and Timo Aila. "A style-based generator architecture for generative adversarial networks!" (2019)


https://twitter.com/goodfellow_ian

It's much harder now

2014

lan Goodfellow @goodfellow ian

Goodfellow, I. J., et al. "Generative Adversarial Networks." (2014).

Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning \Cxlvith delep convolutiolnad\ generative a(djversaria= netvvorllzsi" §2015§.

- . . . Liu, Ming-Yu, and Oncel Tuzel. "Coupled generative adversarial networks!" (2016).
Ranjay Krishna | ranjay@cs.washington.edu Karras, Tero, et al. "Progressive growing of gans for improved quality, stability, and variation." (2017).
Karras, Tero, Samuli Laine, and Timo Aila. "A style-based generator architecture for generative adversarial networks!" (2019)


https://twitter.com/goodfellow_ian

<

lan Goodfellow @goodfellow ian

Goodfellow, I. J., et al. "Generative Adversarial Networks." (20143.
'(2016).
)
)

Radford, Alec, Luke Metz, and Soumith Chintala. "Unsupervised representation learning with deep convolutional generative adversarial networks."
Liu, Ming-Yu, and Oncel Tuzel. "Coupled generative adversarial networks!

Karras, Tero, et al. "Progressive growing of gans for improved quality, stability, and variation.

(
Ranjay Krishna | ranjay@cs.washington.edu E2017 '
Karras, Tero, Samuli Laine, and Timo Aila. "A style-based generator architecture for generative adversarial networks." (2019


https://twitter.com/goodfellow_ian

How are models evaluated today?

i &
i i gig08 .
Inception score, FID. —_— - l':i'h““"l""l'"q
BlgR8y 00, 0 000004 il B8
Aijiafagglggligglit gy 5y B8
TR T =="ﬁ4 Baaa

- Trained on imagenet

- Inception score is maximized when entropy of predicted output is low
Meaning if Inception says with high certainty that it's a “person”, the score will be higher

- FID calculates distributions from activations of an Inception-v3 layer
- Whatis the problem with this approach?

Ranjay Krishna | ranjay@cs.washington.edu



Why not use automated metrics?



https://hype.stanford.edu/
https://hype.stanford.edu/

Why not use automated metrics?

Density estimation has even been shown to be misleading [1].
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Why not use automated metrics?

Density estimation has even been shown to be misleading [1].

Automated evaluation metrics on sampled outputs (Inception Score [2], FID [3],
Precision [4], etc.) rely on ImageNet embeddings.
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[1] heis, Lucas, Adron van den Oord, and Matthias Bethge. "A note on the evaluation of generative mordels." 20158
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Why not use automated metrics? Or human metrics?

Density estimation has even been shown to be misleading [1].

Automated evaluation metrics on sampled outputs (Inception Score [2], FID [3],
Precision [4], etc.) rely on ImageNet embeddings.
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Why not use automated metrics? Or human metrics?

Density estimation has even been shown to be misleading [1].

Automated evaluation metrics on sampled outputs (Inception Score [2], FID [3],
Precision [4], etc.) rely on ImageNet embeddings.

Human evaluation metric are ad-hoc — unreliable and costly.
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Why not use human evaluation?

100

= Real
L (| - CC-LAPGAN
1. Ad-hoc, each executed in idiosyncrasy = L APGAN
. . ope 80
without proof of reliability or S=GAN
grounding to theory. = ]
e 60 L Ll
2. Highvariance in their estimates. s |
A 4
o ©
3. Lackclear separability between S @
models. -
4. Expensive and time-consuming I 1
10F T I l ! I l ! .
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Presentation time (ms)
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HYPE measures this progress using human evaluation

that is consistent, efficient, and grounded in theory

Ranjay Krishna | ranjay@cs.washington.edu



HYPE Is designed to address these problems:

Grounded method inspired by psychophysics methods in perceptual psychology.
Reliable and consistent estimator.

Statistically separable to enable a comparative ranking.

> 0 bh

Cost and time efficient.

Highest
HYPE




Psychophysics method: adaptive staircase procedure

- Staircase methods can determine human perceptual thresholds efficiently and
reliably (Cornsweet, 1962).
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HYPE: adaptive staircase procedure

500 @ Correct response
X Incorrect response
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Time: 3/5ms

or

Ranjay Krishna | ranjay@cs.washington.edu


https://docs.google.com/file/d/1NNSA6GBQOK3kQL5XC2VOO9veAuBjxJ2A/preview

Time: 500ms

or

Ranjay Krishna | ranjay@cs.washington.edu


https://docs.google.com/file/d/1cMah2-GGzEDVXTEJckUniEo5I-T0tiHL/preview

Time: 250ms

or

Ranjay Krishna | ranjay@cs.washington.edu


https://docs.google.com/file/d/1Pr1NcAm8qRH-880b_so-N5atSmN8VSy2/preview

Time: 125ms

or

Ranjay Krishna | ranjay@cs.washington.edu


https://docs.google.com/file/d/1Cd228aXbVYWEBhjPpFquGoi3Gkmxm7pU/preview

Creating areliable score

To ensure reliability, we need to:
1. Hireand train/filter a sufficient number of evaluators.
2. Sample sufficient outputs.

3. Aggregate.

Ranjay Krishna | ranjay@cs.washington.edu



Experiments
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Datasets

CelebA

ImageNet-5 Cwar

ey g -
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Results
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Are HYPE's results statistically separable?

100

= Real
90 CC-LAPGAN
| APGAN

% classified real
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Are HYPE's results statistically separable?

CelebA 0—-|——|—|-——|—— == 100

3.8 10.0 40.3 50.7
WGAN-GP BEGAN ProGAN StyleGAN ,unc
19.0 27.6

StyIEGAN no-trunc StyIEGAN trunc
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Are HYPE's results statistically separable?

CelebA 0—-|——|—-|— —|—— == 100

3.8 10.0 40.3 50.7

WGAN-GP BEGAN ProGAN StyleGAN 4unc
19.0 27.6

StyIEGAN no-trunc SterGAN trunc

Hyper-realism
Threshold
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HYPE achieves:

Grounded method inspired by psychophysics methods in perceptual psychology.
Reliable and consistent estimator.

Statistically separable to enable a comparative ranking.

> 0 bh

Cost and time efficient.

Highest
HYPE
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Next time:
evaluations with real users from an
Al+HCI perspective
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