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New Approach: Spectral Clustering
" JEE

m Goal: Cluster observations

m Method:

Use similarity metric between observations
Form a similarity graph

Use standard linear algebra and optimization techniques to cut
graph into connected components (clusters)

ooooooooooooo




Setup

m Data: xl,,,,,xN

m Similarity metric: s;;

A
m Similarity graph
Nodes "
Edge weights w;; = f (Szg) G= {V,JE}

m Problem: Want to partition graph such that edges
between groups have low weights
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Graph Terminology |
" JEE
m Weighted adjacency matrix
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Issues with MinCut
= JEE
m MinCut favors isolated clusters
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Cuts Accounting for Size
" JEE—

m Ratio cuts (RatioCut)
m Normalized cuts (Ncut)
m Lead to “balanced” clusters

ooooooooooooo




Restating Cut Metric
" JEEE
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Ratio Cuts for General k
" D

m Define cluster indicator variables

{ 1/\VTA;] o € A, Fuba=1

otherwise Fa € RN *F
m RatioCut
RatioCut(Ay, ..., Ax) = Z; il fa :!Tr(F;‘LFA) i )
m Reformulating RatioCut problem qzqéac'io
AmlnA Tr(FyLF4) st. FyFq=1 i
1 4k
. ga)h? kol
m Relaxation . t,%mvab ol

min Tr(F'LF) st. F'F =1
FERNxk C —_—
SpA’se
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Normalized Cuts for General k
= JEE

m Define cluster indicator variables:

P { 1/\/vol(4;) v; € A, FlFa=1
0 ow FQ@TA =1
m Reformulating RatioCut problem Lk
min  Tr(F4LFy) st. FyYDF, =1 : Juster
1,00, A% — ) Yows
= Relaxation @ BE: DAy N“ o, t:‘)
' "Ml
min Tr(H'D~'?LD~Y?H) st. HH =1 3
HeRNxk W p——
2L
= Lgym

= Solution:
@is matrix of fi i of Ly, which is equivalent to
the approximat eing the first k'eigenvectors of L =I1-DO"'wW
/ﬂ’g\
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Random Walks on Graphs
" JEE—
m Stochastic process with random jumps from v; to v; wp:

P s WAL preb of v
d‘ *’“"9(?‘0/} J
m Transition matrix:

P D'W

m Connection to graph Laplacian:

Lew= T-D'W =1-P

m Intuitively, want to partition graph s.t. random walk stays in
cluster for a while and rarely jumps between clusters
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Random Walks on Graphs
" JE

m Assume that stationary distribution exists and is unique. Then,

f‘: q.z A';
il ('ﬁ,’..\, 'ﬂ'gy s W) e

m Proposition: NCUt(A,A) = P(A| A) + P(A | A) SMJ‘{:?
Capx,eR1%eR)

m Proof: P A )(635
P(BIA) = (%R, R ™~ Q(x . %sy) 21- ij
Vel (p) -GS el
Vel(p) o'l v) d; " V"["S
Vo\[\/) _ % b wﬂ
VO‘(k\ m

m Minimizing normalized cuts is equivalent to minimizing the
probability of transitioning between clusters

ooooooooooooo

Case Study 3: fMRI Prediction

fMRI Prediction Task,
LASSO Regression

Machine Learning/Statistics for Big Data
CSES599C1/STAT592, University of Washington
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fMRI Prediction Task

m Goal: Predict word stimulus from fMRI image

[0-'\ W@ fto‘-J vpuf' {oft\;f\—,.

Classifier

kNN, ...)

" (logistic regression, ™

HAWIVIER

or
HOUSE




fMRI
" S

vaoln (€5
~1 m‘m wresolution
Slo
Qf'f‘ecjl image per sec.
20,000 voxels/image [l X : 7N0ker

safe, non-invasive

measures Blood

Oxygen Level Typical fMRI
Dependent (BOLD) response to
response impulse of

neural activity
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Typical Stimuli

Each stimulus
repeated several
times

hammer

/

@’ X airplane
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fMRI Activation
= JEE

fMRI activation for “bottle”:

bottle

. fMRI
Mean activation averaged over 60 different stimuli: activation

I high
below
Iaverage
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fMRI Prediction Task

* JEE
m Goal: Predict word stlmu\us from fMRI image
- Cha" # D \ID\(‘ = Prfo\MS

i m
p>>N (feature dmgnspn >.> sample size) N”"‘Y woltL rﬁf“
Cost of fMRI recordings is high “ﬂnu\ obs .
Only have a few training examples for each word WL Jl")

Classifier HEPMER

(logistic regression, or

kNN, ..) HOUSE
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Zero-Shot Classification
" JEE

m Goal: Classify words not in the training set

m Challenges:

Cost of fMRI recordings is high
Can’t get recordings for every word in the vocabulary

WNevey” s‘novt& "O)imffz v I S cannefl

Classifier = HAMMER
or

(logistic regression,

kNN, ..) HOUSE
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Zero-Shot Classification
= JEEE

. . " wony G0CS
m Goal: Classify words not in the training set Mok can“f‘ n
= Challenges: NI i
Cost of fMRI recordings is high ass @7,
Can't get recordings for every word in the vocabula enelt 0

< et [}

m We don’t have many brain images, but we have a lot of info “%00,

about the words and how they relate (co-occurrence, etc.)
e

m How do we utilize this “cheap” information?

Classifier HEPMER

(logistic regression, or
kNN, ...) HOUSE

.
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GO%‘L T(;“ion w o/cJ’

Semantic Features corpus
" JEE

Semantic feature values: “ﬁgl_e_r_v_” Semantic feature values: “airplane”
0.8368, cat - 0.8673, ride -
0.3461, taste 0.2891, see

0.3153, fill 0.2851, say

0.2430, see 0.1689, near

0.1145, clean 0.1228, open

0.0600, open 0.0883, hear

0.0586, smell 0.0771, run

0.0286, touch

0.0000, drive
0.0000, wear
0.0000, 1ift
0.0000, break
0.0000, ride

©Emily

0.0749, lift

0.0049, smell
0.0010, wear
0.0000, taste
0.0000, rub
0.0000, manipulate
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Zero-Shot Classification
= JEEE

m From training data, learn two

mappings: A= 7) — 'dn”
D 3"

S: input image - semantic features

L: semantic features - word

““ ” x
= Can use “cheap co-occwn

5, 1]] >4
o g many d
ce data to help learn L

Tui"imﬁ'; 7@'—9[ — "C‘Nﬁ”? N em\mPles. NSMA”
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use beth A4 R
o Classifier ~ HAMMER
m (logistic regression, or
- kNN, ...) HOUSE
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fMRI Prediction Subtask
= JEE

m Goal: Predict semantic features from fMRI image

uo.n\;no S; (=W ’m’)‘{)zﬁ - ant e
twres
X,* .
X"‘ \/| q
Features ? S :
of word . /J) y;
Y '
X Vi
' i Au- wl'\ ,000 £ symantic
\Lts';“?n',\g‘c th‘,,fe_ SCP“‘C&’/ é Iﬁu d= * oﬁem:uf <S
€R
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Linear Regression — review

" JEE
= Model: y* = B+ %% v+ By + e
= BTy en

i" o :‘\)(;,9) =—-|12 (‘/;—KT ;)‘)_.
L Ied) G2 4 F:

A —_—
B - T Min NLL(‘S) = Gra Min <e
9 & 1 "5/5 RSs )
V\Lﬁ' [og. "l k—l .

m Minimizing RSS= least squares regression

24
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. N T,
e Nig) > y-NERE)
s MLE: § = arg max logp(D | 0) bp=3g, a"'f Qgisie”
N v— ;
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Linear Regression — review
" S

m Taking the gradient huoyt
1 Reformulate objective \

oy e '._g'
E"’l ’ [\;"'X ’jL‘::: : ~"g LJ

A S
SRS(6) = L (y- xB)T (y-X8)= L B (KX)f
T Set gradient =0 -6‘()(T\/

VBNL[(%):VB%,XRSS@) = %(XTXﬁ_ XTY).:O 4 congk.

=) ém‘ XT X VAl - /)
( \-Z |021< r]nk. PXP mak1X '/"

Ridge Regression
" J——
m Ameliorating issues with overfitting: ?cn cli Zason of w:.ijk’cg

r“ - led [)
= New objective: e €j\A[M’ (>rS o
min 2 (yh- (4 +£7%*)) 4 >
AR SRR [y

NI
PSS N doe :”Wmll re
™in R$S(/3‘) { I ept acm
O Re%rmulate: S “B\\Z = %

FIBY= L BT(CK)B- BT y)weorst + L 2 £'8
RSS(AD

- mﬁr(fr + I),@.ﬂT(KT“/) reonst -

[ Set gradient=0

é/{égﬁ = (X« }‘t)" ("T\/)

\—-—

13



Ridge Regression

" JEEE
m Solution is indexed by the regularization parameter A
m Larger A M.’a\\\ cey.

m SmallerA |;w V'uj,

g A
m AsA>0 5;;Jq¢ "’/Qm,

N

= Ash>2 Brile 0
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Ridge Coefficient Path
" JEEE
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m Typical approach: select A using cross validation /CV}
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Variable Selection
" S n )

. . . . -8 "\"‘\;Ib \/l-r\l se'“"ve
m Ridge regression: Penalizes large weights w‘gc. 0 POROITRS
40 wwe Moécl
m What if we want to perform “feature selection™?
E.g., Which regions of the brain are important for word prediction?
Can’t simply choose predictors with largest coefficients in ridge solution

Computationally impossible to perform “all subsets” regression
. IR s .
drsv® 2? Subsets of P"Ifé'cbrs v, Con’E do fLu_S

Stepwise procedures are sensitive to data perturbations and often include
features with negligible improvement in fit — ay’l-l Y, bu %

lpsk o ceingy. .

m Try new penalty: Penalize non-zero weights
Penalty:

1l 3Z|53\

Leads to sparse soll.ftions
Just like ridge regression, solution is indexed by a continuous param A
R ——— e

©Emily Fox 2013 30

Acknowledgements
" JEE
m Some material in this lecture was based on slides
provided by:
Jianbo Shi — spectral clustering

Tom Mitchell — fMRI
Rob Tibshirani — LASSO

©Emily Fox 2013 a5

15



