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Abstract. We discuss hardware/software co-processing on a hybrid processor for a compute- and data-

intensive multispectral imaging algorithm, k-means clustering. The experiments are performed on two

models of the Altera Excalibur board, the first using the soft IP core 32-bit NIOS 1.1 RISC processor, and

the second with the hard IP core ARM processor. In our experiments, we compare performance of the

sequential k-means algorithm with three different accelerated versions. We consider granularity and

synchronization issues when mapping an algorithm to a hybrid processor. Our results show that speedup

of 11.8X is achieved by migrating computation to the Excalibur ARM hardware/software as compared to

software only on a Gigahertz Pentium III. Speedup on the Excalibur NIOS is limited by the

communication cost of transferring data from external memory through the processor to the

customized circuits. This limitation is overcome on the Excalibur ARM, in which dual-port memories,

accessible to both the processor and configurable logic, have the biggest performance impact of all the

techniques studied.
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1. Introduction

Over the past ten years, it has been well documented that configurable logic
processors composed of SRAM-based field programmable gate arrays (FPGAs) can
accelerate certain classes of compute-intensive operations by one to two orders of

*Also at IRISA–CNRS, Campus de Beaulieu, 35042 Rennes cedex, France.



magnitude over Pentium-class processors. However, as more experience has been
gained with FPGA processing, it has also become evident that there is much more to
any algorithm than a compute-intensive core. File I/O, outer loop management, and
other house-keeping tasks make up the bulk of the source code. It is time-consuming
to map these functions onto hardware and usually not profitable in terms of
speedup—it is better to use hardware to unroll an inner loop for the maximum data
flow rather than to map complex control and I/O functions onto hardware.
The architecture of currently available FPGA computing platforms does not lend

itself easily to hardware/software co-processing. FPGA boards typically commu-
nicate with a processor via an I/O bus such as PCI or VME. Not only is the I/O
bandwidth between hardware and software slow and pin-limited, but the system
overhead to set up a transaction between the processor and FPGA board is high. All
these factors dictate that as much of the computation as possible occur in hardware,
and that the granularity of transaction between hardware and software is both large
and deterministic (so that operations can be scheduled), with minimal synchroniza-
tion between the two.
Recently, hybrid configurable system on a chip (CSOC) architectures, proposed

several years ago [7, 12, 13], have begun to appear as commercial offerings [1, 18]. In
contrast to traditional FPGAs, these integrated systems offer a processor and an
array of configurable logic cells on a single chip. On such systems, it becomes feasible
to have software and hardware communicate at clock cycle latency rather than over
a slow I/O bus, speeding up synchronization between the two. As a result, a smaller
granularity of operation should be possible in hardware as compared to the
conventional FPGA board co-processer.
As hybrid processers are still not readily available, there has been to date little

experience with mapping algorithms to these devices and measuring performance. In
this paper, we present practical experience with using the Excaliber NIOS 1.1 and
ARM systems for a computer- and data-intensive application in remote sensing, the
k-means clustering algorithm. We chose this algorithm because it is readily
parallelizable in a variety of ways, and FPGA-based acceleration of k-means kernel
loops has previously been reported [10]. We experiment with mapping k-means to
two hybrid processors and evaluate the performance of three different mapping
techniques.

2. K-means Clustering of Multi- and Hyper-Spectral Imagery

2.1. Algorithm Overview

In a multi- or hyper-spectral image (See Figure 1), each ‘‘pixel’’ is actually a ‘‘hyper-
pixel,’’ a vector with a component for each spectral channel in the image. A
representative hyper-spectral image might contain 5126 512 hyper-pixels, where
each hyper-pixel is a vector of length 224, and each vector component is 8�14 bits
long.
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In general, k-means produces a partition of the pixels in a multi-spectral image
into distinct classes in such a way that two pixels in the same class are spectrally
similar. A map of distinct classes is a data product with a number of applications,
including quicklook generation, data compression [11], image restoration [15],
remote sensing change detection [14], and clutter reduction for weak signal detection
[5].
The standard algorithm is quite straightforward. Each iteration consists of a single

pass over every pixel in the data set; during this pass, distances are computed from
each pixel to each of the K centers. The pixel is assigned to the cluster to whose
center it is closest. At the end of the pass, the centers are recalculated from the new
assignments. If after an iteration, none of the pixels are reassigned to new classes (so
that the centers do not change), then convergence is complete. Each iteration of the
k-means algorithm can be shown to reduce the in-class variance, but the final
converged solution is a local, and not necessarily a global, minimum.
A large number of variants have been considered, of which we will discuss two.

The first is a ‘‘block’’ k-means (e.g., see [17]). In this variant, a full iteration consists
of a number of passes over blocks of pixels at a time. Rather than wait until the end
of the full iteration to update centers, the centers are updated at the end of each
block. Since this gives the centers more opportunities to ‘‘migrate to stable positions,
the block k-means algorithm often achieves convergence in fewer iterations than the
standard approach. Standard k-means is the same as block k-means with block size
equal to the number of pixels in the image.
A second variant is a hierarchical approach, and is based on the observation that

convergence is usually much faster if there are fewer classes. In this variant, one
begins with a small number of classes (usually 2), and then performs one or two
iterations. One then splits each cluster into two by adding a small perturbation to the
center positions. This process is continued until the desired number of classes has
been obtained, and after that, the ordinary k-means continues until convergence.
Note that this second variant can employ either standard or block k-means
iterations. The classic Linde-Buzo-Gray algorithm [11] for vector quanization is a
hierarchical k-means.
Both of these variants entail a fair amount of bookkeeping, compared to the

standard algorithm, and the variants also introduce new free parameters. Coding

Figure 1. One channel of a multi-spectral image.
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these more sophisticated algorithms directly in hardware would take a considerable
effort in hardware design. But a well planned software/hardware co-design will allow
the hardware to drive high-performance fast iterations, while the software can take
care of bookkeeping details that might lead to more intelligent convergence, either
by requiring fewer iterations, or by converging to higher-quality solutions [16]. For
instance, more sophisicated variants of the hierarchical scheme that involve iterative
splitting and merging [8] have been shown to produce even higher quality clustering.
Although we did not implement the splitting and merging, to do so would only
involve modification of the software—the hardware design would be exactly the
same.
To illustrate the benefits of these variants, a software-only simulation was

performed on an artifical data set with 5,120 pixels and three bands; the task was to
cluster these pixels into 256 distinct classes. These numbers correspond to a common
problem in image processing: given a 24-bit image with 8-bit red, green, and blue
planes, find the ‘‘best’’ 256-color palette that allows the image to be displayed with 8-
bit pixels. Here the cluster centers would correspond to the RGB values of the colors
in the palette. The results shown in Figure 2 correspond to ten separate trials (using
different random number seeds) of the three variants: the first is standard k-means,
the second is block k-means, and the third is hierarchical k-means with blocks. In-
class variance is plotted against iteration number, and the curves end when the
iterations have completed. Block k-means is seen to achieve high-quality solutions
much more rapidly than standard k-means, and achieves final convergence in
roughly half the iterations. Hierarchical k-means converges more slowly at first, but
it still reaches its final convergence in about the same number of iterations as block
k-means. It also achieves higher-quality solutions than either block or standard
k-means, and it achieves those better solutions well before its final convergence.
In the experiments that we describe later in Section 4.2, variants of the block

update technique have been implemented. Because of limitations (limitations of
memory, primarily) in these early generations of CSOC, the parameters we employ
in the hardware involve fewer pixels and fewer classes (but more channels) than the
data sets used in the experiments above. The hybrid processor approach allows us to

Figure 2. Performance of three different variants of the k-means algorithm.
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experiment with software parameters and techniques, while using the same hardware
design.

2.2 K-means implementation

Figure 3 shows the C source code for the main k-means loop. A loop iteration scans
all the pixels. For each pixel we check if it still belongs to its class. If not, the pixel is
moved to another class and the two centers corresponding to both the new and the
old classes are updated. The number of pixels in a class is stored as well as the sum
accumulation necessary for recomputing the class centers. In our implementation,

Figure 3. K-means C code.
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the class centers are periodically updated every block of B pixels. The distance
measure cost function is an approximation described in Estlick et al. [3] well suited to
our data set and computed as the absolute value of the difference between pixel
element and center element. This cost function is well suited to today’s configurable
hardware. In software, the squared difference is usually used.
The computation can be split roughly into three parts: the distance calculation

between a pixel and a class center, the accumulator update, and the center update. In
Lavenier [9], we report the results of profiling the k-means algorithm. We have found
that the most time consuming computation is the distance calculation that compares
each pixel value to each class center (see lines 3–17 in Figure 3). In the case of 32
classes, this loop consumes more than 99.6% of the computation time. Thus, this
calculation is the natural candidate for acceleration.
There are many ways to accelerate k-means on configurable logic. Two different

acceleration approaches have been reported in Lavenier [9] and Leeser et al. [10] (see
Frigo et al. [4] for a summary of Lavenier [9]). Both methods put the distance
calculation (lines 11 and 12 of Figure 3) in hardware. Leeser et al. [10] pre-loads the
image into local memory on the FPGA board and performs all computation except
the final center mean calculation in hardware. Thus the entire image must fit in local
memory. Lavenier [9] streams the image pixels through the board, and performs only
the distance calculation in hardware. It can handle arbitrary size images and scales
well to a large number of classes. It incurs communication overhead in repeatedly
streaming the image from the processor to the hardware.

3. Hybrid processor: Model and realizations

An abstract model of a hybrid processor is shown in Figure 4. There is a RISC
processor with a variable number and size of busses connecting it to configurable
logic. The RISC processor and configurable logic share memory. The configurable
logic consists of a ‘‘sea of gates’’ along with a collection of small embedded

Figure 4. Abstract hybrid processor architecture.
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memory modules. We refer to a hardware design in the configurable logic as the
‘‘user logic.’’ For some architectures such as the ARM, the processor and user
logic execute in different clock domains, so that synchronization is required for
direct communication between the two. The NIOS processor and user logic share
the same clock.
The NIOS soft core embedded processor fits on the APEX20K programmable

logic device (PLD). It is a general-purpose, pipelined, single-issue RISC processor
core which processes instructions every clock cycle. The processor interface consists
of a user-defined address map with different types, widths and speeds of memory and
peripherals. A peripheral bus module (PBM) is the logic interface between the
embedded processor and the user logic. This bus module is generated by the NIOS
tools according to the user configuration specified (see Figures 5 and 6). Peripheral
interfaces include a UART, timer, SRAM, FLASH, user-defined Parallel Input/
Output (PIO), and Memory-mapped input/output ports (see Figure 6). The NIOS
1.1 processor with a 32-bit data path configuration utilizes 20% of the available logic
elements on the APEX20K200E (1,700 logic elements). We have implemented a user-
defined PIO (Section 4.1) and memory-mapped I/O ports for communication from
the processor to the user logic.
The NIOS Excalibur approximates the abstract model, with some important

differences. On the NIOS, the user logic cannot access the Instruction and Data
SRAM directly. Since the NIOS is a soft IP core, there is a single clock controlling
both processor and user logic. As the NIOS design is heavily pipelined, a RISC
instruction can execute every clock cycle (in the absence of branches). However, we
measure O(10) clock cycles to send a single 32-bit number from the NIOS processor
to the user logic due to address generation on the processor, and a multi-cycle bus
transaction (see Section 4.1 below).
The ARM-based hard core embedded processor fits on an APEX20K PLD. In

addition to the processor, the EPXA10 has 38,400 logic elements or 1 million gates.
The PLD architecture consists of an embedded processor bus structure, on-chip
memory, and peripherals. Figure 7 shows the ARM structure. The embedded
processor stripe contains the ARM processor core, peripherals, and memory
subsystem. Our system has 256KB and 128KB of single- and dual-port memory
respectively.
The ARM922T processor core is implemented using a five-stage pipeline. This

implementation allows single clock-cycle instruction operation through simultaneous
fetch, decode, execute, memory, and write stages. It supports both the 32-bit ARM
and 16-bit Thumb instruction sets [2]. Two AMBA-compatible AHB buses serve the
ARM-based embedded processor. Three bidirectional AHB bridges enable the
peripherals and PLD to exchange data with the ARM embedded processor.
The PLD can be configured via the configuration interface or the embedded

processor to implement various devices such as: a master and/or slave peripheral that
connects to the embedded bus; on-chip and off-chip memories sharing the stripe;
standard interface to on-chip dual-port RAM (allowing SRAM to function as a
‘‘large’’ embedded system block (ESB)).
The master/slave-memory ports are synchronous to the separate PLD clock

domains that drive them. The embedded processor domain and PLD domain can be

EXPERIENCE WITH A HYBRID PROCESSOR: K-MEANS CLUSTERING 137



Figure 5. NIOS processor architecture.

Figure 6. NIOS processor peripherals interface.
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asynchronous, to allow separate/optimized clock frequencies for each domain.
Resynchronization across the domains is handled by the AHB bridges within the
stripe. Both the master port and slave port of the stripe are capable of supporting 32-
bit data accesses to the whole 4-Gbyte address range (32-bit address bus).
Our application needs high data rate communication between the processor and

user logic which is realized in two ways: using the AHB buses/bridges (Section
4.2); and the user-defined configuration interface to on-chip dual-port RAM
(Section 4.3).

4. Mapping k-means onto a hybrid processor

4.1. Iteration 1: Speeding up the distance calculation

We approach the problem of mapping k-means to a hybrid processor incrementally.
Since the most time-consuming operation is the distance calculation loop, we first
map the kernel of that loop to hardware, with all the other code remaining in

Figure 7. ARM processor architecture.
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software. This highlights one of the important advantages of a hybrid processor (see
Gokhale and Stone [6] for a more detailed discussion of this point), namely that it is
easy with such an architecture to incrementally insert hardware acceleration into a
software program. We replace a single statement in the C program (line 11 and 12
from Figure 3) with a write to and a read from the configurable logic. The hardware
is a combinational logic circuit with a 32-bit input register consisting of the distance,
the current pixel and current center. The circuit performs the indicated subtraction,
abs function and accumulation and returns the updated variable dist. Figure 8
shows both the modified C code and the VHDL for this version of the algorithm.
In this example, lines 11 and 12 of Figure 3 are replaced by a write to a parallel I/O

port to send the data to the configurable logic and a read from another parallel I/O
port to retrieve the result. The data is sent and received through a set of user-defined
busses (see lines 42 and 43 in Figure 8).
This hardware logic takes less than 1% of the chip and does not affect the clock

frequency of the chip. On the Excalibur, the 32-bit NIOS processor plus the user
logic occupy 49% of the logic elements on the chip at a clock frequency (fMax) of
34.51MHz. Since we have previously noted that the distance calculation by far
dominates the computation time, we might expect the hardware acceleration of this
key computation to significantly speed up the k-means run time. There are two
subtracts and one add in the distance calculation. The RISC processor takes at least

Figure 8. Hardware acceleration of distance calculation.
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one clock cycle to execute each of these instructions. All three are done in one clock
cycle in the user logic.
In this experiment, the software-only and hardware-assisted versions were

measured for speed with respect to the loop over B pixels. For 64 pixels, with 8
classes and 8 bands, the B loop for the hardware-assisted version was 50% slower
than the sequential. This result is due to a combination of factors. First, although the
arithmetic operations (subtracts and an add) have been accelerated in hardware, we
have added a cost by communicating the distance, center, and pixel values to the user
logic and reading back the updated distance. Measuring the distance calculation
only, the hardware-assisted version takes 35 cycles verses 25 cycles for the software-
only. As the amount of data to be sent to the user logic is increased, the
communication overhead dominates the run time.
In an experiment to quantify the cost of sending a single 32-bit value from

processor to user logic, we determined that on the Excalibur with a 32-bit NIOS
processor, it takes 11 clock cycles1 to send one 32-bit value from processor to user
logic using memory-mapped I/O or parallel I/O ports, which is a 12MB/s rate
assuming a 33MHz clock for both processor and user logic. This communication
cost more than offsets the gain of performing multiple arithmetic operations in
parallel. Second, even if we could communicate a word between processor and user
logic in a single user logic clock cycle by increasing the processor clock speed by a
factor of 10, there is still a significant amount of address calculation code in the
innermost loop that is performed sequentially. Thus the fraction of parallel code
relative to the amount of sequential code is quite small, which, by Amdahl’s Law, is a
limiting factor to speedup.
This result—a slowdown when the distance calculation kernel is mapped to

hardware—is also observed on the Excalibur ARM. Measuring this distance
calculation on the ARM, we found the sequential version took 0.08 us compared to
0.4 ms for the ‘‘accelerated’’ version. The cost of communicating through multiple
busses and bridges yields a 56 slow down in speed. Our conclusion from this
experiment is that communication cost continues to be critical to determining the
granularity of the custom instruction. Co-locating the processor and user logic on a
single device is no guarantee that arbitrarily fine granularity operations mapped onto
user logic will improve performance.

4.2. Iteration 2: Parallelizing across classes

Our second approach focuses on increasing the granularity of operation mapped to
hardware. By unrolling the loop over all classes on lines 7–16 of Figure 3, we can
compute all distances in parallel. The idea is to flow the pixel stream through a linear
array of cells, where each cell corresponds to a class. Each cell holds the center for its
class in local memory. The cell computes the distance between its class and the
current flowing pixel, and updates the current ‘‘best’’ class that has been found for
each pixel (i.e., the class with minimum distance to the pixel). The new class
computed for the pixel is returned to the processor, and new class centers are
computed by the processor. Periodically, a new set of centers is streamed to the array
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of cells. The cell array (for eight classes) is shown in Figure 9, and the computation
each cell performs is shown in Figure 10.
The algorithm operates as follows: First, the centers are sent to the cell array in

user logic, with each cell storing the center associated with its class in local memory.
The cell array receives a block of pixels, and computes the minimum distance for
each class, returning, for each pixel in the block, the index of the class for which a
minimum distance is found. The pixel vector has eight bands, with four 8-bit bands
packed into one 32-bit word. Two writes to user logic are necessary to send one pixel.
The input data (pixels and class centers) are sent to the user logic through a user-
defined memory-mapped I/O bus, *ram. The associated C code is shown in Figure
11, replacing lines 7–16 in Figure 3.
The software uses a vector of indices, idx½B� to recompute the centers, then sends

the updated centers back to the user logic. The algorithm continues evaluating
another block of B pixels, and updating centers until NB_PIXELS have been
evaluated. The algorithm iterates until no more pixels change their association with a
class.
As in Iteration 1, the software-only k-means algorithm runs on the NIOS 1.1

processor. The accelerated k-means version runs on both the NIOS 1.1 processor

Figure 10. Hardware acceleration of unrolled B loop.

Figure 9. Linear array implementation.
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and the user logic gates of the APEX20K. In this experiment we timed the number of
cycles required to send updated centers to the hardware (center update loop), the
distance calculation loop (B loop), and the total number of cycles to complete the
entire program. As shown in Figure 12, the accelerated version has 256 speedup in
the distance calculation loop and an over all 66 speedup over the software-only
version.
Motivated by the analysis described in Section 2.1, we studied performance of the

accelerated version with differing block sizes. The results shown in Figure 12 are with
block size 1, so that B ¼ 64 ¼ NB_PIXELS. By varying the block size, we can
measure the effect of center update (copying the new center values to the user logic)
on overall runtime. Updating the user logic centers takes 846 cycles every B
iterations. As B increases, the number of times in the center update loop decreases.
Also, as B increases, more pixels are sent to the user logic at a time and the number
of times the software loop instructions must be executed decreases. We found for
B ¼ 1, the distance loop speedup is 136. For B ¼ 4, the distance loop speedup is
206. For B ¼ 64, as seen in Figure 12, the speedup is 256.

Figure 12. Results for NIOS iteration 2 ðB ¼ 64Þ.

Figure 11. C code for accelerated k-means version.
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As predicted in Section 2.1 our results show that the block k-means algorithm
achieves convergence in fewer iterations than the standard approach, i.e.,
B ¼ 64 ¼ NB_PIXELS. (The block k-means converged in four passes while the
standard k-means converged in six passes.) However, overall runtime is faster for
standard k-means as described above. Also, by altering the software (but not the
hardware design), we were able to implement the hierarchical k-means algorithm
described in Section 2.1. While simulations show this approach can lead to faster
convergence and/or higher quality solutions in some situations (e.g., see Figure 2),
we did not expect (or observe) actual speedup for the parameters in our system
(NB_PIXELS ¼ 64).
This algorithm was also mapped to the ARM system. In comparison to the NIOS,

the ARM architecture employes a hard core RISC processor at 200MHz with two
busses at 200MHz and 100MHz respectively. The 100MHz bus connects the
processor to the PLD, APEX20K (see Figure 7). Due to differences in clock speed
and communication between NIOS and ARM, the user logic design for the ARM
had to be slightly modified to synchronize the bus communication with the ARM.
Explicit synchronization was not required on the NIOS for reading and writing data
to the user logic because the communication time to send and receive data is slower
than the speed of the processor and user logic. For the ARM, bus synchonization
requires the use of a read ready signal and a write ready signal from the user logic.
The hardware design took 0.05% of the user logic elements on the PLD at a speed
33MHz. With the 200MHz ARM clock, the processor was idle much of the time,
waiting for the hardware to complete. As with the NIOS, we used parameters
NB_PIXELS ¼ B ¼ 64. The timing results are shown in Figure 13. Here we see a
much more modest speedup over the software-only version. This is principally due to
the fact that the NIOS runs at 33MHz whereas the ARM runs at 200MHz. The
ARM software-only version is inherently faster than the NIOS, while the user logic
stays about the same on both.

4.3. Iteration 3: Exploiting dual port memory

We demonstrate the advantage of a dual ported memory between the processor and
user logic with a new k-means co-design implemented on the Excalibur ARM hybrid
processor. This feature is not easily available on the NIOS. For our k-means
experiment the processor passes to the dual ported memory two arrays correspond-
ing to the class centers, and a block of B pixels. The processor reads back an array of
B results. A result is an index of the class which gives the smallest distance between

Figure 13. Results for ARM iteration 2 ðB ¼ 64Þ.
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the pixel and its center. As shown in Figure 14, a separate bridge (AHB) between the
processor and user logic is used to configure the user logic dual-port access
controller, and to command and synchronize the user logic to the processor. The
ARM processor can only issue a command to the user logic when the user logic is
ready.
In our implementation there are three commands:

. The first command defines the base address of the center array in the dual ported
memory along with the number of spectral bands and the number of classes. The
user logic loads the class centers when this command is received.

. The second command specifies the base address of the pixel array, the number of
spectral bands, and the number of 32-bit words to read. The latter is NB_PIXELS/
4, as the hardware is designed to process four pixels every clock cycle. The user
logic processes the distance calculation when this command is received.

. The third command specifies the base address of the results array for the
processor. The user logic stores the results at this location. In our implementation
this command is only sent once. The results overwrite the indexes previously
calculated. It is possible to speed up the calculation by pipelining the center update
(performed by the ARM) while the user logic computes new indices. In this case
we would need to send a different result array address at the beginning of each
iteration.

A new hardware design was created so that data could be consumed at the
memory access rate. In contrast to the systolic design of Iteration 2, in this design the
distance calculation is executed in parallel by an array of 32 processing elements
organized as four rows of eight processors. There is one row for each pixel and eight

Figure 14. Dual port memory implementation.
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processors in the row, one for each class. The distance matrix is stored in a
transposed format, with each 32-bit word containing a spectral band from each of
four pixels.
The processing elements receive pixel data from the dual port memories and class

centers from eight separate memories Mi connected to each column. The user logic
processing rate matches the user logic memory access rate of one transaction per
clock cycle. The user logic is a two stage pipeline, the first stage computes the
distance and the second stage computes the class indexes that correspond to the
minimum distance between the pixels and the class centers. The dual-port memory is
organized as 16K6 32 bit words, where each word contains four 8 bit spectral
bands organized as four spectral bands from four different pixels.
Theprocessing time for Iteration3 is ðB/4 * ðmaxðNB_BANDSþcoef1þcoef2Þ,

NB_CLASS� 1ÞþNB_CLASSþ 1 cycles where the coefficient coef1 ¼ 1 and
coef2 ¼ 1 . coef1 can be reduced to 0 if the dual port memory is an asynchronous
memory instead of a synchronous one that has a one clock latency between address
and data. coef2 is introduced by pipelining in the processing element between the
absolute value calculation and accumulation. Results shown in Figure 15 are for
NB_CLASSES ¼ 8, NB_BANDS ¼ 8, B ¼ 8, 8-bit pixel data.
Theoretically, at 33MHz the user logic needs about 0.87 microseconds to calculate

the indices for eight pixels composed of eight bands and eight classes. Figure 15
shows a measured time of 1.3 ms, for completion of the synchonization and
calculations in the user logic. (Synchronization time is the difference of these times,
0.43 ms.) Iteration 2 user logic needs 19 ms for the same calculations, giving a speedup
of 14.76 over Iteration 2 in the distance loop and 606 speedup over software-only
(labeled ‘‘Seq.’’ in Figure 15). Acceleration is still limited by the 32-bit
communication bandwidth between the processor and the user logic. The ARM is
connected to the dual port memory by a bridge and access by the ARM is eight times
slower than access to the ARM’s local memory. We note that it is desirable to have a
wide data path from the user logic to memory and to have the memory working in
asynchronous mode in order to speed up processing.
Finally, we compare the speed of this design to a conventional host computer such

as a 1GHz Pentium-III. For NB_PIXELS ¼ B ¼ 64, we measured 65 ms to perform
one B loop iteration of the algorithm, i.e., distance calculation loop. The center
update can take from 2 ms to 20 ms, depending on the number of centers that need to
be updated. For a run with many iterations, only the early iterations will take the
longer time; thus the time required for B loop iterations is dominant. The user logic
theoretical time for 64 pixels, 8 bands and 8 classes at 33MHz is: ðð64/
4Þð8þ 2Þþ 8þ 1Þ/33Mhz ¼ ð16 * 10þ 9Þ/33 ¼ 169/33 ¼ 5.1 ms. If we take into
account synchronization time, 0.43 ms, the total time is the sum of theoretical and

Figure 15. Results for ARM accelerated version 2 ðB ¼ 8Þ.
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synchronization time, 5.53 ms. Thus, we realize a speed up of 11.86 over the 1GHz
machine. Note, the random data generated for the the NB_PIXELS array is identical
in all the numerical results presented. If different data sets are used, with less
‘‘randomness’’ in the data, the algorithm will generally converge in fewer iterations,
but the B-loop time speed should not vary.

5. Conclusions

We have demonstrated the mapping of a data- and compute- intensive algorithm, k-
means clustering, to a hybrid processor consisting of a RISC processor augmented
with configurable logic. We have experimented with three approaches to accelerating
the k-means inner loop with maximum speedup achieved of 11.86 over a GHz
machine.
One conclusion we draw from these experiments is that speedup can only be

gained by the Programmable-RISC approach [12] of substituting hardware for short
segments of sequential instructions if there is very fast communication between
processor and user logic. This is especially true if the cost of reconfiguration is
factored in, which we did not consider in this experiment. For small granularity
custom instructions (less than 100 RISC instruction), speedup is not realizable on the
Excalibur architecture, and the reverse effect may occur.
The higher pay-off approach is to parallelize algorithmic loops in hardware and to

put overhead operations such as address calculation on the processor. Even with this
approach, the overhead of communicating data between the processor and user logic
remains the primary impediment to higher speedup. This limitation is overcome by
using dual port memory so that the software can pass to the user logic the addresses
of the data and result arrays, and the user logic can access those arrays
asynchronously. For the k-means algorithm, we can pass the pixel and center array
addresses, and let the hardware perform pipelined fetch of the pixel data directly.
Software then reads back the updated centers for each pixel. Using dual-port
memory in this way, it should be possible for the hybrid hardware/software to deliver
an order of magnitude speedup over high performance software-only.
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Note

1. This includes 2 wait states.
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