Abstract

Complex queries are becoming commonplace, with the growing use of decision support systems. These complex queries often have a lot of common sub-expressions, either within a single query, or across multiple such queries run as a batch. Multi-query optimization aims at exploiting common sub-expressions to reduce evaluation cost. Multi-query optimization has hitherto been viewed as impractical, since earlier algorithms were exhaustive, and explore a doubly exponential search space.

In this paper we demonstrate that multi-query optimization using heuristics is practical, and provides significant benefits. We propose three cost-based heuristic algorithms: Volcano-SH and Volcano-RU, which are based on simple modifications to the Volcano search strategy, and a greedy heuristic. Our greedy heuristic incorporates novel optimizations that improve efficiency greatly. Our algorithms are designed to be easily added to existing optimizers. We present a performance study comparing the algorithms, using workloads consisting of queries from the TPC-D benchmark. The study shows that our algorithms provide significant benefits over traditional optimization, at a very acceptable overhead in optimization time.

1 Introduction

Complex queries are becoming commonplace, especially due to the advent of automatic tools that help analyze information from large data warehouses. These complex queries often have a lot of common sub-expressions since i) they make extensive use of views which are referred to multiple times in the query and ii) many of them are correlated nested queries in which parts of the inner subquery may not depend on the outer query variables, thus forming a common sub-expression for repeated invocations of the inner query.

The scope for finding common sub-expressions increases greatly if we consider a set of queries executed as a batch. For example, SQL-3 stored procedures may invoke several queries, which can be executed as a batch. Data analysis/reporting often requires a batch of queries to be executed. The work of [SHT+99] on using relational databases for storing XML data, has found that queries on XML data, written in a language such as XML-QL, need to be translated into a sequence of relational queries. The task of updating a set of related materialized views also generates related queries with common sub-expressions [RSS96].

In this paper, we address the problem of optimizing sets of queries which may have common sub-expressions; this problem is referred to as multi-query optimization. We note here that common subexpressions are possible even within a single query; the techniques we develop deal with such intra-query common subexpressions as well.

Traditional query optimizers are not appropriate for optimizing queries with common sub-expressions, since they make locally optimal choices, and may miss globally optimal plans as the following example demonstrates.

Example 1.1 Let $Q_1$ and $Q_2$ be two queries whose locally optimal plans (i.e., individual best plans) are $(R \bowtie S) \bowtie P$ and $(R \bowtie T) \bowtie S$ respectively. The best plans for $Q_1$ and $Q_2$ do not have any common sub-expressions. However, if we choose the alternative plan $(R \bowtie S) \bowtie T$ (which may not be locally optimal) for $Q_2$, then, it is clear that $R \bowtie S$ is a common sub-expression and can be computed once and used in both queries. This alternative with sharing of $R \bowtie S$ may be the globally optimal choice.

On the other hand, blindly using a common sub-expression may not always lead to a globally optimal strategy. For example, there may be cases where the cost of joining the expression $R \bowtie S$ with $T$ is very large compared to the cost of the plan $(R \bowtie T) \bowtie S$; in such cases it may make no sense to reuse $R \bowtie S$ even if it were available. □

Example 1.1 illustrates that the job of multi-query optimization, over and above that of ordinary query optimization, is to (i) recognize the possibilities of shared computation, and (ii) modify the optimizer search strategy to explicitly account for shared computation and find a globally optimal plan.

While there has been work on multi-query optimization in the past ([Sel88, SSN94, PS88]), prior work has concen-
concentrated primarily on exhaustive algorithms. Other work has concentrated on finding common subexpressions as a post-phase to query optimization [Fin82, SV98], but this gives limited scope for cost improvement, or has considered only the limited class of OLAP queries [ZDNS98]. (We discuss related work in detail in Section 7.) The search space for multi-query optimization is doubly exponential in the size of the queries, and exhaustive strategies are therefore impractical; as a result, multi-query optimization was hitherto considered too expensive to be useful.

In this paper we show how to make multi-query optimization practical, by developing novel heuristic algorithms, and presenting a performance study that demonstrates their practical benefits.

Our algorithms are based on an AND-OR DAG representation [Rou82, GM93] to compactly represents alternative query plans. The DAG representation ensures that they are extensible, in that they can easily handle new operations and transformation rules. The DAG can be constructed as in [GM93], with some extensions to ensure that all common sub-expressions are detected and unified. The DAG construction also takes into account sharing of computation based on “subsumption” — examples of such sharing include computing $\sigma_{A<5}(E)$ from the result of $\sigma_{A<10}(E)$.

The task of the heuristic optimization algorithms is to then decide what subexpressions should be materialized and shared. Two of the heuristics we present, Volcano-SH and Volcano-RU are lightweight modifications of the Volcano optimization algorithm. The third heuristic is a greedy strategy which iteratively picks the subexpression that gives the maximum benefit (reduction in cost) if it is materialized and reused. One of our important contributions here lies in three novel optimizations of the greedy algorithm implementation, that make it very efficient. Our performance studies show that each of these optimizations leads to a great improvement in the performance of the greedy algorithm.

In addition to choosing what intermediate expression results to materialize and reuse, our optimization framework also chooses physical properties, such as sort order, for the materialized results. Our algorithms also handle the choice of what (temporary) indices to create on materialized results/database relations.

Our algorithms can be easily extended to perform multi-query optimization on nested queries as well as multiple invocations of parameterized queries (with different parameter values). The AND-OR DAG framework we exploit is used in at least two commercial database systems, from Microsoft and Tandem. Our algorithms can, however, be extended to work with System R style bottom-up optimizers.

We conducted a performance study of our multi-query optimization algorithms, using queries from the TPC-D benchmark as well as other queries based on the TPC-D schema. Our study demonstrates not only savings based on estimated cost, but also significant improvements in actual run times on a commercial database.

Our performance results show that our multi-query optimization algorithms give significant benefits over single query optimization, at an acceptable extra optimization time cost. The extra optimization time is more than compensated by the execution time savings. All three heuristics beat the basic Volcano algorithm, but in general greedy produced the best plans, followed by Volcano-RU and Volcano-SH.

We believe that in addition to our technical contributions, another of our contributions lies in showing how to engineer a practical multi-query optimization system — one which can smoothly integrate extensions, such as indexes and nested queries, allowing them to work together seamlessly. In summer '99, our algorithms were partially prototyped on the Microsoft SQL Server optimizer, and multi-query optimization is currently being evaluated by Microsoft for possible inclusion in SQL Server.

## 2 Setting Up The Search Space For Multi-Query Optimization

As we mentioned in Section 1, the job of a multi-query optimizer is to (i) recognize possibilities of shared computation (thus essentially setting up the search space by identifying common sub-expressions) and (ii) modify the optimizer search strategy to explicitly account for shared computation and find a globally optimal plan. Both of the above tasks are important and crucial for a multi-query optimizer but are orthogonal. In other words, the details of the search strategy do not depend on how aggressively we identify common sub-expressions (of course, the efficacy of the strategy does). We have explored both the above tasks in detail, but choose to emphasize the search strategy component of our work in this paper, for lack of space. However, we outline the high level ideas and the intuition behind our algorithms for identifying common sub-expressions in this section and refer to the full version of the paper [RSSB98] for details at the appropriate locations in this section.

Before we describe our algorithms for identifying common-sub-expressions, we describe the AND-OR DAG representation of queries. An AND–OR DAG is a directed acyclic graph whose nodes can be divided into AND-nodes and OR-nodes; the AND-nodes have only OR-nodes as children and OR-nodes have only AND-nodes as children.

An AND-node in the AND-OR DAG corresponds to an algebraic operation, such as the join operation ($\otimes$) or a select operation ($\sigma$). It represents the expression defined by the operation and its inputs. Hereafter, we refer to the AND-nodes as operation nodes. An OR-node in the AND-OR DAG represents a set of logical expressions that generate the same result set; the set of such expressions is defined by the children AND nodes of the OR node, and their inputs. We shall refer to the OR-nodes as equivalence nodes henceforth.

The given query tree is initially represented directly in the AND-OR DAG formulation. For example, the query tree of Figure 1(a) is initially represented in the AND-OR DAG.
formulation, as shown in Figure 1(b). Equivalence nodes (OR-nodes) are shown as boxes, while operation nodes (AND-nodes) are shown as circles.

The initial AND-OR DAG is then expanded by applying all possible transformations on every node of the initial query DAG representing the given set of queries. Suppose the only transformations possible are join associativity and commutativity. Then the plans $A \cong (B \cong C)$ and $(A \cong C) \cong B$, as well as several plans equivalent to these modulo commutativity can be obtained by transformations on the initial AND-OR-DAG of Figure 1(b). These are represented in the DAG shown in Figure 1(c). We shall refer to the DAG after all transformations have been applied as the expanded DAG. Note that the expanded DAG has exactly one equivalence node for every subset of $\{A, B, C\}$; the node represents all ways of computing the joins of the relations in that subset. For lack of space we omit details of the expanded DAG generation algorithm; details may be found in [RSSB98].

2.1 Extensions to DAG Generation For Multi-Query Optimization

To apply multi-query optimization to a batch of queries, the queries are represented together in a single DAG, sharing subexpressions. To make the DAG rooted, a pseudo operation node is created, which does nothing, but has the root equivalence nodes of all the queries as its inputs.

We now outline two extensions to the DAG generation algorithm to aid multi-query optimization.

The first extension deals with identification of common subexpressions. If a query contains two subexpressions that are logically equivalent, but syntactically different, (e.g., $(A \cong B) \cong C$, and $A \cong (B \cong C)$) the initial query DAG would contain two different equivalence nodes representing the two subexpressions. We modify the Volcano DAG generation algorithm so that whenever it finds nodes to be equivalent (after applying join associativity) it unifies the nodes, replacing them by a single equivalence node.

The second extension is to detect and handle subsumption. For example, suppose two subexpressions $e1: \sigma_{A<5}(E)$ and $e2: \sigma_{A<10}(E)$ appear in the query. The result of $e1$ can be obtained from the result of $e2$ by an additional selection, i.e., $\sigma_{A<5}(E) \equiv \sigma_{A<5}(\sigma_{A<10}(E))$. To represent this possibility we add an extra operation node $\sigma_{A<5}$ in the DAG, between $e1$ and $e2$. Similarly, given $e3: \sigma_{A=5}(E)$ and $e4: \sigma_{A=10}(E)$, we can introduce a new equivalence node $e5: \sigma_{A=5 \lor A=10}(E)$ and add new derivations of $e3$ and $e4$ from $e5$. The new node represents the sharing of accesses between the two selection. In general, given a number of selections on an expression $E$, we create a single new node representing the disjunction of all the selection conditions. Similar derivations also help with groupbys. For example, if we have $e6: dno_{age}G_{\sum[Sal]}(E)$ and $e7: age_{\sum[Sal]}(E)$, we can introduce a new equivalence node $e8: dno_{age}G_{\sum[Sal]}(E)$ and add derivations of $e6$ and $e7$ from equivalence node $e8$ by further groupbys on $dno$ and $age$.

The idea of applying an operation (such as $\sigma_{A<5}$ on one subexpression to generate another has been proposed earlier [Rou82, Sel88, SV98]. Integrating such options into the AND-OR DAG, as we do, clearly separates the space of alternative plans (represented by the DAG) from the optimization algorithms. Thereby, it simplifies our optimization algorithms, allowing them to avoid dealing explicitly with such derivations.
2.2 Physical AND-OR DAG

Properties of the results of an expression, such as sort order, that do not form part of the logical data model are called physical properties [GM93]. Physical properties of intermediate results are important, since e.g. if an intermediate result is sorted on a join attribute, the join cost can potentially be reduced by using a merge join. It is straightforward to refine the above AND-OR DAG representation to represent physical properties and obtain a physical AND-OR DAG. ¹ Our search algorithms can be easily understood on the above AND-OR DAG representation (without physical properties), although they actually work on physical DAGs. Therefore, for brevity, we do not explicitly consider physical properties further; for details see [RSSB98]. Our implementation indeed handles physical properties.

3 Reuse Based Multi-Query Optimization Algorithms

In this section we study a class of multi-query optimization algorithms based on reusing results computed for other parts of the query. We present these as extensions of the Volcano optimization algorithm. Before we describe the extensions, in Section 3.1, we very briefly outline the basic Volcano optimization algorithm, and how to extend it to find best plans given some nodes in the DAG are materialized. Sections 3.2 and 3.3 then present two of our heuristic algorithms, Volcano-SH and Volcano-RU.

3.1 Volcano Optimization Algorithm and Materialized Views

The Volcano optimization algorithm operates on the expanded DAG generated earlier. It finds the best plan for each node by performing a depth first traversal of the DAG starting from that node as follows. Costs are defined for operation and equivalence nodes. The cost of an operation node \( o \) is defined as follows:

\[
\text{cost}(o) = \text{cost of executing }(o) + \sum_{e \in \text{children}(o)} \text{cost}(e)
\]

The children of \( o \) (if any) are equivalence nodes.² The cost of an equivalence node \( e \) is given as

\[
\text{cost}(e) = \min\{\text{cost}(o) | o \in \text{children}(e)\}
\]

0 if the node has no children (i.e., it is a base relation).

Volcano also caches the best plan it finds for each equivalence node, in case the node is re-visited during the depth first search of the DAG. A branch and bound pruning is also performed by carrying around a cost limit; for simplicity, we disregard pruning in this paper. For lack of space we omit details, but refer readers to [GM93].

Now we consider how to extend Volcano to find best plans, given that (expressions corresponding to) some equivalence nodes in the DAG are materialized. Let \( \text{reusecost}(m) \) denote the cost of using the materialized result of \( m \), and let \( M \) denote the set of materialized nodes.

To find the cost of a node given a set of nodes \( M \) have been materialized, we simply use the Volcano cost formulae above, with the following change. When computing the cost of a operation node \( o \), if an input equivalence node \( e \) is materialized (i.e., in \( M \)), use the minimum of \( \text{reusecost}(e) \) and \( \text{cost}(e) \) when computing \( \text{cost}(o) \). Thus, we use the following expression instead:

\[
\text{cost}(o) = \text{cost of executing }(o) + \sum_{e \in \text{children}(o)} C(e_i) C(e_i) = \text{cost}(e_i) \text{ if } e_i \in M; \min(\text{cost}(e_i), \text{reusecost}(e_i)) \text{ if } e_i \notin M.
\]

3.2 The Volcano-SH Algorithm

In our first strategy, which we call Volcano-SH, the expanded DAG is first optimized using the basic Volcano optimization algorithm. The best plan computed for the virtual root is the combination of the Volcano best plans for each individual query.

The best plans produced by the Volcano optimization algorithm may have common subexpressions; thus nodes in the DAG may occur in the best plans of more than one query. The results of such shared nodes can be materialized when they are first computed, and reused later. Since materialization of a node requires storing the result to the disk, and we assume pipelined execution of operators, it may be possible for recomputation of a node to be cheaper than the cost of materializing and reusing the node.

The Volcano-SH algorithm therefore decides in a cost based manner which of the nodes to materialize and share, as outlined below.

Let us consider first a naive (and incomplete) solution. Consider an equivalence node \( e \). Let \( \text{cost}(e) \) denote the computation cost of node \( e \). Let \( \text{numuses}(e) \) denote the number of times node \( e \) is used in course of execution of the plan. Let \( \text{makcost}(e) \) denote the cost of materializing node \( e \). As before, \( \text{reusecost}(e) \) denote the cost of reusing the materialized result of \( e \). Then, we decide to materialize \( e \) if \( \text{cost}(e) + \text{makcost}(e) + \text{reusecost}(e) \times (\text{numuses}(e) - 1) < \text{numuses}(e) \times \text{cost}(e) \). The left hand side of this inequality gives the cost of materializing the result when first computed, and using the materialized result thereafter; the right hand side gives the cost of the alternative wherein the result is not materialized but recomputed on every use. The above test can be simplified to

\[
\frac{\text{makcost}(e)}{(\text{numuses}(e) - 1)} + \text{reusecost}(e) < \text{cost}(e) \tag{1}
\]

The problem with the above solution is that \( \text{numuses}(e) \) and \( \text{cost}(e) \) both depend on what other nodes have been materialized. For instance, suppose node \( e_1 \) is used twice in computing node \( e_2 \), and node \( e_2 \) is used twice in computing node \( e_3 \). Now, if no node is materialized, \( e_1 \) is used four times in computing \( e_3 \). If \( e_2 \) is materialized, \( e_1 \) gets used twice in computing \( e_2 \), and \( e_2 \) gets computed only once. Thus, materializing \( e_2 \) can reduce both \( \text{numuses}(e_1) \) and \( \text{cost}(e_3) \).

The Volcano-SH algorithm resolves this problem heuristically by traversing the tree bottom-up. As each equivalent

¹For example, an equivalence node is refined to multiple physical equivalence nodes, one per required physical property, in the physical AND-OR DAG.

²The cost of executing an operation \( o \) also takes into account the cost of reading the inputs, if they are not pipelined.
node $e$ is encountered in the traversal, Volcano-SH decides whether or not to materialize $e$. When making a materialization decision for a node, the materialization decisions for all descendants are already known. Based on this, we can compute $\text{cost}(e)$ for a node $e$, as described in Section 3.1.

To make a materialization decision for a node $e$, we also need to know $\text{numuses}(e)$. Since $\text{numuses}(e)$ depends on the materialization status of its ancestors (which is not fixed yet), Volcano-SH uses an underestimate $\text{numuses}^-(e)$ of number of uses of $e$, obtained by simply counting the number of parents of $e$ in the Volcano best plan. We use $\text{numuses}^-(e)$ instead of $\text{numuses}(e)$ in equation (1) to make a conservative decision on materialization.\(^3\)

Let us now return to the first step of Volcano-SH. Note that the basic Volcano optimization algorithm will not exploit subsumption derivations, such as deriving $\sigma_{A<5}(E)$ by using $\sigma_{A<5}(\sigma_{A<10}(E))$, since the cost of the latter will be more than the former, and thus will not be locally optimal.

To consider such plans, we perform a pre-pass, checking for subsumption amongst nodes in the plan produced by the basic Volcano optimization algorithm. If a subsumption derivation is applicable, we replace the original derivation by the subsumption derivation. At the end of Volcano-SH, if the shared subexpression is not chosen to be materialized, we replace the derivation by the original expressions. In the above example, in the prepass we replace $\sigma_{A<5}(E)$ by $\sigma_{A<5}(\sigma_{A<10}(E))$. If $\sigma_{A<10}(E)$ is not materialized at the end, we replace $\sigma_{A<5}(\sigma_{A<10}(E))$ by $\sigma_{A<5}(E)$.

The algorithm of [SV98] also finds best plans and then chooses which shared subexpressions to materialize. Unlike Volcano-SH, it does not factor earlier materialization choices into the cost of computation.

### 3.3 The Volcano-RU Algorithm

Consider $Q_1$ and $Q_2$ from Example 1.1. With the best plans as shown in the example, namely $(R \bowtie S) \bowtie P$ and $(R \bowtie T) \bowtie S$, no sharing is possible with Volcano-SH. However, when optimizing $Q_2$, if we realize that $R \bowtie S$ is already used in the best plan for $Q_1$ and can be shared, the choice of plan $(R \bowtie S) \bowtie T$ may be found to be the best for $Q_2$.

The intuition behind the Volcano-RU algorithm is therefore as follows. Given a batch of queries, Volcano-RU optimizes them in sequence, keeping track of what plans have already been chosen for earlier queries, and considering the possibility of reusing parts of the plans. The resultant plan depends on the ordering chosen for the queries; we return to this issue after discussing the Volcano-RU algorithm.

Let $Q_1, \ldots, Q_n$ be the queries to be optimized together (and thus under the same pseudo-root of the DAG). The Volcano-RU algorithm optimizes them in the sequence $Q_1, \ldots, Q_n$. After optimizing $Q_i$, we note equivalence nodes in the DAG that are part of the best plan $P_i$ for $Q_i$ as candidates for potential reuse later. We also check if each node is worth materializing, if it is used one more time. If so, when optimizing the next query, we will assume it to be available materialized.

After optimizing all the individual queries, the second phase of Volcano-RU executes Volcano-SH on the overall best plan found as above to further detect and exploit common subexpressions. This step is essential since the earlier phase of Volcano-RU does not consider the possibility of sharing common subexpressions within a single query. Instead Volcano-SH makes the final decision on what nodes to materialize. The difference from directly applying Volcano-SH to the result of Volcano optimization is that the plan $P$ that is given to Volcano-SH has been chosen taking sharing of parts of earlier queries into account, unlike the Volcano plan.

Note that the result of Volcano-RU depends on the order in which queries are considered. In our implementation we consider the queries in the order in which they are given, as well as in the reverse of that order, and pick the cheaper one of the two resultant plans. Note that the DAG is still constructed only once, so the extra cost of considering the two orders is relatively quite small. Considering further (possibly random) orderings is possible, but the optimization time would increase further.

### 4 The Greedy Algorithm

In this section, we present the greedy algorithm, which provides an alternative approach to the algorithms of the previous section. Our major contribution here lies in how to efficiently implement the greedy algorithm, and we shall concentrate on this aspect.

In this section, we present an algorithm with a different optimization philosophy. The algorithm picks a set of nodes $S$ to be materialized and then finds the optimal plan given that nodes in $S$ are materialized. This is then repeated on different sets of nodes $S$ to find the best (or a good) set of nodes to be materialized.

As before, we shall assume there is a virtual root node for the DAG; this node has as input a “no-op” logical operator whose inputs are the queries $Q_1 \ldots Q_k$. Let $Q$ denote this virtual root node.

For a set of nodes $S$, let $\text{bestcost}(Q, S)$ denote the cost of the optimal plan for $Q$ given that nodes in $S$ are to be materialized (this cost includes the cost of computing and materializing nodes in $S$). As described in the Volcano-SH algorithm, the basic Volcano optimization algorithm with an appropriate definition of the cost for nodes in $S$ can be used to find $\text{bestcost}(Q, S)$.

To motivate our greedy heuristic, we first describe a simple exhaustive algorithm. The exhaustive algorithm, iterates over each subset $S$ of the set of nodes in the DAG, and chooses the subset $S_{opt}$ with the minimum value for $\text{bestcost}(Q, S)$. Therefore, $\text{bestcost}(Q, S_{opt})$ is the cost of the globally optimal plan for $Q$.\(^3\)

\(^3\)We also developed and tried out a more sophisticated underestimate. We omit it from here for brevity, because it only lead to a minor improvement on performance.
Procedure Greedy

Input: Expanded DAG for the consolidated input query Q
Output: Set of nodes to materialize and the corresponding best plan

\[ X = \phi \]
\[ Y = \text{set of equivalence nodes in the DAG} \]

while (\( Y \neq \phi \))

L1: Pick \( x \in Y \) which minimizes \( \text{bestcost}(Q, \{x\} \cup X) \)
if \( \text{bestcost}(Q, \{x\} \cup X) < \text{bestcost}(Q, X) \)
\[ Y = Y - x; \quad X = X \cup \{x\} \]
else \( Y = \phi \)
return \( X \)

Figure 2: The Greedy Algorithm

It is easy to see that the exhaustive algorithm is doubly exponential in the size of the initial query DAG and is therefore impractical.

In Figure 2 we outline a greedy heuristic that attempts to approximate \( S_{opt} \) by constructing it one node at a time. The algorithm iteratively picks nodes to materialize. At each iteration, the node \( x \) that gives the maximum reduction in the cost if it is materialized is chosen to be added to \( X \).

The greedy algorithm as described above can be very expensive due to the large number of nodes in the set \( Y \) and the large number of times the function \( \text{bestcost} \) is called. We now present three important and novel optimizations to the greedy algorithm which make it efficient and practical.

1. The first optimization is based on the observation that the nodes materialized in the globally optimal plan are obviously a subset of the ones that are shared in some plan for the query. Therefore, it is sufficient to initialize \( Y \) in Figure 2, with nodes that are shared in some plan for the query. We call such nodes sharable nodes. For instance, in the expanded DAG for \( Q_1 \) and \( Q_2 \) corresponding to Example 1.1, \( R \upharpoonright S \) is sharable while \( R \upharpoonright T \) is not. We present an efficient algorithm for finding sharable nodes in Section 4.1.

2. The second optimization is based on the observation that there are many calls to \( \text{bestcost} \) at line L1 of Figure 2, with different parameters. A simple option is to process each call to \( \text{bestcost} \) independent of other calls. However, it makes sense for a call to leverage the work done by a previous call. We describe a novel incremental cost update algorithm, in Section 4.2, that maintains the state of the optimization across calls to \( \text{bestcost} \), and incrementally computes a new state from the old state.

3. The third optimization, which we call the monotonicity heuristic, avoids having to invoke \( \text{bestcost}(Q, \{x\} \cup X) \), for every \( x \in Y \), in line L1 of Figure 2. We describe this optimization in detail in Section 4.3.

4.1 Sharability

In this subsection, we outline how to detect whether an equivalence node can be shared in some plan.

A sub-DAG of a node \( x \) consists of the nodes below \( x \) along with the edges between these nodes that are in the original DAG. For each node \( x \) of the DAG, and every equivalence node \( z \) in the sub-DAG rooted at \( x \), we define the degree of sharing of \( z \) in the sub-DAG rooted at \( x \), \( E[x][z] \), as follows. For all equivalence nodes \( x \), \( E[x][x] \) is 1. For a given node \( x \), all other \( E[x][z] \) values are computed from the values \( E[y][z] \) for all children \( y \) of \( x \) as follows.

If \( x \) is an operation node
\[ E[x][z] = \text{Sum} \{ E[y][z] \mid y \in \text{children}(x) \} \]
and if \( x \) is an equivalence node,
\[ E[x][z] = \text{Max} \{ E[y][z] \mid y \in \text{children}(x) \} \]

We define the degree of sharing of an equivalence node \( z \) in the full DAG as \( E[r][z] \), where \( r \) is the root of the DAG. We can show that this number represents the maximum number of occurrences of \( z \) in any plan. Thus, if a node \( z \) has degree of sharing in the full DAG as 1, it cannot more than once in any plan. Nodes with degree of sharing > 1 are called shared nodes.

In a reasonable implementation of the above algorithm, the time complexity of computing the row \( E[x] \) is proportional to the number of non-zero entries in \( E[x] \) (say \( n_x \)) times the number of children of \( x \). However, typically, \( E \) is fairly sparse since the DAG is typically “short and fat” – as the number of queries grows, the height of the DAG may not increase, but it becomes wider. Thus, \( n_x \) is a small fraction of the total number of nodes for most \( x \), making this sharability computation algorithm fairly efficient in practice. In fact, for the queries we considered in our performance study (Section 6), the computation took at most a few tens of milliseconds.

4.2 Incremental Cost Update

The sets with which \( \text{bestcost} \) is called successively at line L1 of Figure 2 are closely related. with their (symmetric) difference being very small. For, line L1 finds the node \( x \) with the maximum benefit, which is implemented by calling \( \text{bestcost}(Q, \{x\} \cup X) \), for different values of \( x \). Thus the second parameter to \( \text{bestcost} \) changes by dropping one node \( x_i \) and adding another \( x_{i+1} \). We now present an incremental cost update algorithm that exploits the results of earlier cost computations to incrementally compute the new plan.

Let \( S \) be the set of nodes shared at a given point of time, i.e., the previous call to \( \text{bestcost} \) was with \( S \) as the parameter. The incremental cost update algorithm maintains the cost of computing every equivalence node, given that all nodes in \( S \) are shared, and no other node is shared. Let \( S' \) be the new set of nodes that are shared, i.e., the next call to \( \text{bestcost} \) has \( S' \) as the parameter. The incremental cost update algorithm starts from the nodes that have changed in going from \( S \) to \( S' \) (i.e., nodes in \( S' - S \) and \( S - S' \)) and propagates the change in cost for the nodes upwards to all their parents; these in turn propagate any changes in cost to their parents if their cost changed, and so on, until there is no change in cost. Finally, to get the total cost we add the cost of computing and materializing all the nodes in \( S' \).
If we perform this propagation in an arbitrary order then in the worst case we could propagate the change in cost through a node \( x \) multiple times (for example, once from a node \( y \) which is an ancestor of another node \( z \) and then from \( z \)). A simple mechanism for avoiding repeated propagation uses topological numbers for nodes of the DAG. During DAG generation the DAG is sorted topologically such that a descendant always comes before an ancestor in the sort order, and nodes are numbered in this order. The cost propagation is then performed according to the topological number ordering using a heap to efficiently find the node with the minimum topological sort number at each step.

In our implementation, we additionally take care of physical property subsumption. Details of how to perform incremental cost update on physical DAGs with physical property subsumption are given in [RSSB98].

### 4.3 The Monotonicity Heuristic

In Figure 2, the function \( \text{bestcost} \) will be called once for each node in \( Y \), under normal circumstances. We now outline how to determine the node with the smallest value of \( \text{bestcost} \) much more efficiently, using the monotonicity heuristic.

Define \( \text{benefit}(x, X) \) as

\[
\text{bestcost}(Q, X) = \text{bestcost}(Q, \{x\} \cup X).
\]

Notice that, minimizing \( \text{bestcost} \) in line \( L1 \) corresponds to maximizing benefit as defined here. Suppose the benefit is monotonic. Intuitively, the benefit of a node is monotonic if it never increases as more nodes get materialized; more formally \( \text{benefit} \) is monotonic if \( \forall X \supseteq Y, \text{benefit}(x, X) \leq \text{benefit}(x, Y) \).

We associate an upper bound on the benefit of a node in \( Y \) and maintain a heap \( \mathcal{C} \) of nodes ordered on these upper bounds.\(^4\) An initial upper bound on the benefit of a node in \( Y \) is computed by multiplying the cost of evaluating the node (without any materializations) times the degree of sharing of the node \( Y \) in the full DAG (which we defined earlier). The heap \( \mathcal{C} \) is now used to efficiently find the node \( x \in Y \) with the maximum \( \text{benefit}(x, X) \) as follows: Iteratively, the node \( n \) at the top \( \mathcal{C} \) is chosen, its current benefit is recomputed, and the heap \( \mathcal{C} \) is reordered. If \( n \) remains at the top, it is deleted from the \( \mathcal{C} \) heap and chosen to be materialized and added to \( X \). Assuming the monotonicity property holds, the other values in the heap are upper bounds, and therefore, the node \( n \) added to \( X \) above, is indeed the node with the maximum real benefit.

If the monotonicity property does not hold, the node with maximum current benefit may not be at the top of the heap \( \mathcal{C} \), but we still use the above procedure as a heuristic for finding the node with the greatest benefit. Our experiments in Section 6 demonstrate that the above procedure greatly speeds up the greedy algorithm. Further, for all queries we experimented with, the results were exactly the same even if the monotonicity heuristic was not used.

---

\(^4\)This cost heap is not to be confused with the heap on topological numbering used earlier.

### 5 Extensions

In this section, we briefly outline extensions to i) incorporate creation and use of temporary indices, ii) optimize nested queries to exploit common sub-expressions and iii) optimize multiple invocations of parameterized queries.

Costs may be substantially reduced by creating (temporal) indices on database relations or materialized intermediate results. To incorporate index selection, we model the presence of an index as a physical property, similar to sort order. Since our algorithms are actually executed on the physical DAG, they choose not only what results to materialize but also what physical properties they should have. Index selection then falls out as simply a special case of choosing physical properties, with absolutely no changes to our algorithms.

Next we consider nested queries. One approach to handling nested queries is to use decorrelation techniques (see, e.g. [SPL96]). The use of such decorrelation techniques results in the query being transformed to a set of queries, with temporary relations being created. Now, the queries generated by decorrelation have several subexpressions in common, and are therefore excellent candidates for multi-query optimization. One of the queries in our performance evaluation brings out this point.

Correlated evaluation is used in other cases, either because it may be more efficient on the query, or because it may not be possible to get an efficient decorrelated query using standard relational operations [RR98]. In correlated evaluation, the nested query is repeatedly invoked with different values for correlation variables. Consider the following query.

\[
\text{select } * \text{ from } a, b, c
\]

where \( a.x = b.x \text{ and } b.y = c.y \) and

\[
a.cost = (\text{select min}(a1.cost) \text{ from } a1, b b1
\]

where \( a1.x = b1.x \text{ and } b1.y = c.y \)

One option for optimizing correlated evaluation of this query is to materialize \( a \bowtie b \), and share it with the outer level query and across nested query invocations. An index on \( a \bowtie b \), on attribute \( by \) is required for efficient access to it in the nested query, since there is a selection on \( by \) from the correlation variable. If the best plan for the outer level query uses the join order \( (a \bowtie b) \bowtie c \), materializing and sharing \( a \bowtie b \) may provide the best plan.

In general, parts of the nested query that do not depend on the value of correlation variables can potentially be shared across invocations [RR98]. We can extend our algorithms to consider such reuse across multiple invocations of a nested query. The key intuition is that when a nested query is invoked many times, benefits due to materialization must be multiplied by the number of times it is invoked; results that depend on correlation variables, however, must not be considered for materialization. The nested query invariant optimization techniques of [RR98] then fall out as a special
case of ours.

Our algorithms can also be extended to optimize multiple invocations of parameterized queries. Parameterized queries are queries that take parameter values, which are used in selection predicates; stored procedures are a common example. Parts of the query may be invariant, just as in nested queries, and these can be exploited by multi-query optimization.

These extensions have been implemented in our system; details may be found in [RSSB98]. Our algorithms can also be used with System-R style bottom-up optimizers, which use a DAG representation implicitly although not explicitly.

6 Performance Study

Our algorithms were implemented by extending and modifying a Volcano-based query optimizer we had developed earlier. All coding was done in C++, with the basic optimizer taking approx. 17,000 lines, common MQO code took 1000 lines, Volcano-SH and Volcano-RU took around 500 lines each, and Greedy took about 1,500 lines.

The optimizer rule set consisted of select push down, join commutativity and associativity (to generate bushy join trees), and select and aggregate subsumption.

Implementation algorithms included sort-based aggregation, merge join, nested loops join, indexed join, indexed select and relation scan. Our implementation incorporates all the techniques discussed in this paper, including handling physical properties (sort order and presence of indices) on base and intermediate relations, unification and subsumption during DAG generation, and the sharability algorithm for the greedy heuristic.

The block size was taken as 4KB and our cost functions assume 6MB is available to each operator during execution (we also conducted experiments with larger memory sizes up to 128 MB, with similar results). Standard techniques were used for estimating costs, using statistics about relations. The cost estimates contain an I/O component and a CPU component, with seek time as 10 msec, transfer time of 2 msec/block for read and 4 msec/block for write, and CPU cost of 0.2 msec/block of data processed. We assume that intermediate results are pipelined to the next input, using an iterator model as in Volcano; they are saved to disk only if the result is to be materialized for sharing. The materialization cost is the cost of writing out the result sequentially.

The tests were performed on a single processor 233 Mhz Pentium-II machine with 64 MB memory, running Linux. Optimization times are measured as CPU time (user+system).

6.1 Basic Experiments

The goal of the basic experiments was to quantify the benefits and cost of the three heuristics for multi-query optimization, Volcano-SH, Volcano-RU and Greedy, with plain Volcano-style optimization as the base case. We used the version of Volcano-RU which considers the forward and reverse orderings of queries to find sharing possibilities, and chooses the minimum cost plan amongst the two.

Experiment 1 (Stand-Alone TPCD):

The workload for the first experiment consisted of four queries based on the TPCD benchmark. We used the TPCD database at scale of 1 (i.e., 1 GB total size), with a clustered index on the primary keys for all the base relations. The results are discussed below and plotted in Figure 3.

TPCD query Q2 has a large nested query, and repeated invocations of the nested query in a correlated evaluation could benefit from reusing some of the intermediate results. For this query, though Volcano-SH and Volcano-RU do not lead to any improvement over the plan of estimated cost 126 secs, returned by Volcano, Greedy results in a plan of with significantly reduced cost estimate of 79 secs. Decorrelation is an alternative to correlated evaluation, and Q2-D is a (manually) decorrelated version of Q2 (due to decorrelation, Q2-D is actually a batch of queries). Multi-query optimization also gives substantial gains on the decorrelated query Q2-D, resulting in a plan with estimated costs of 46 secs., since decorrelation results in common subexpressions. Clearly the best plan here is multi-query optimization coupled with decorrelation.

We next considered the TPCD queries Q11 and Q15, both of which have common subexpressions, and hence make a case for multi-query. For Q11, each of our three algorithms lead to a plan of approximately half the cost as that returned by Volcano. Greedy arrives at similar improvements for Q15 also, but Volcano-SH and Volcano-RU do not lead to any appreciable benefit for this query.

Overall, Volcano-SH and Volcano-RU take the same time and space as Volcano. Greedy takes more time than the others for all the queries, but the maximum time taken by greedy over the four queries was just under 2 seconds, versus 0.33 seconds taken by Volcano for the same query. The extra overhead of greedy is negligible compared to its benefits. The total space required by Greedy ranged from 1.5 to 2.5 times that of the other algorithms, and again the absolute values were quite small (up to just over 130KB).

Results on Microsoft SQL-Server 6.5:
To study the benefits of multi-query optimization on a real database, we tested its effect on the queries mentioned above, executed on Microsoft SQL Server 6.5, running on Windows NT, on a 333 Mhz Pentium-II machine with 64MB memory. We used the TPCD database at scale 1 for the tests. To do so, we encoded the plans generated by Greedy into SQL. We modeled sharing decisions by creating temporary relations, populating, using and deleting them. If so indicated by Greedy, we created indexes on these temporary relations. We could not encode the exact evaluation plan in SQL since SQL-Serv er does its own optimization. We measured the total elapsed time for executing all these steps.

The results are shown in Figure 4. For query Q2, the time taken reduced from 513 secs. to 415 secs. Here, SQL-Serv er performed decorrelation on the original Q2 as well as on the result of multi-query optimization. Thus, the numbers do not match our cost estimates, but clearly multi-query optimization was useful here. The reduction for the decorrelated version Q2-D was from 345 secs. to 262 secs; thus the best plan for Q2 overall, even on SQL-Serv er, was using multi-query optimization as per Greedy on a decorrelated query. The query Q11 speeded up by just under 50%, from 808 secs. to 424 secs. and Q15 from 63 secs. to 42 secs. using plans with sharing generated by Greedy.

The results indicate that multi-query optimization gives significant time improvements on a real system. It is important to note that the measured benefits are underestimates of potential benefits, for the following reasons. (a) Due to encoding of sharing in SQL, temporary relations had to be stored and re-read even for the first use. (b) The operator set for SQL-Serv er 6.5 does not support sort-merge join. Our optimizer at times indicated that it was worthwhile to materialize the relation in a sorted order so that it could be cheaply used by a merge-join or aggregation over it, which we could not encode in SQL/SQL-Serv er. If multi-query optimization were properly integrated into the system, the benefits are likely to be significantly larger, and more consistent with our estimates.

**Experiment 2 (Batched TPCD Queries):**

In the second experiment, the workload models a system where several TPCD queries are executed as a batch. The workload consists of subsequences of the queries Q3, Q5, Q7, Q9 and Q10 from TPCD; none of these queries has any common subexpressions within itself. Each query was repeated twice with different selection constants. Composite query BQi consists of the first i of the above queries, and we used composite queries BQ1 to BQ5 in our experiments. Like in Experiment 1, we used the TPCD database at scale of 1 and assumed that there are clustered indices on the primary keys of the database relations.

Note that although a query is repeated with two different values for a selection constant, we found that the selection operation generally lands up at the bottom of the best Volcano plan tree, and the two best plan trees may not have common subexpressions.

The results on the above workload are shown in Figure 5. Across the workload, Volcano-SH and Volcano-RU achieve up to only about 14% improvement over Volcano with respect to the cost of the returned plan, while incurring negligible overheads. Greedy performs better, achieving up to 56% improvement over Volcano, and is uniformly better
As expected, Volcano-SH and Volcano-RU have essentially the same execution time and space requirements as Volcano. Greedy takes about 10 seconds on the largest query in the set, BQ5, while Volcano takes about 0.7 second on the same. However, the estimated cost savings on BQ5 is 260 seconds, which is clearly much more than the extra optimization time cost of 10 secs. Similarly, the space requirements for Greedy were more by about a factor of three to four over Volcano, but the absolute difference for BQ5 was only 60KB. The benefits of Greedy, therefore, clearly outweigh the cost.

### 6.2 Scaleup Analysis

To see how well our algorithms scale up with increasing numbers of queries, we defined a new set of 22 relations $PSP_i$ to $PSP_{22}$ with an identical schema $(P, SP, NUM)$ denoting part id, subpart id and number. Over these relations, we defined a sequence of 18 component queries $SQ_i$ to $SQ_{18}$: component query $SQ_i$ was a pair of chain queries on five consecutive relations $PSP_{i}$ to $PSP_{i+4}$, with the join condition being $PSP_j.SP = PSP_{j+1}.P$, for $j = i..i + 3$. One of the queries in the pair $SQ_i$ had a selection $PSP_i.NUM \geq a_i$ while the other had a selection $PSP_i.NUM \geq b_i$ where $a_i$ and $b_i$ are arbitrary values with $a_i \neq b_i$.

To measure scaleup, we use the composite queries $CQ_i$ to $CQ_{5}$, where $CQ_i$ is consists of queries $SQ_i$ to $SQ_{4i-2}$. Thus, $CQ_i$ uses $4i + 2$ relations $PSP_1$ to $PSP_{4i+2}$, and has $32i - 16$ join predicates and $8i - 4$ selection predicates. Query CQ5, in particular, is on 22 relations and has 144 join predicates and 36 select predicates. The size of the 22 base relations $PSP_1, \ldots, PSP_{22}$ varied from 20000 to 40000 tuples (assigned randomly) with 25 tuples per block. No index was assumed on the base relations.

The cost of the plan and optimization time for the above workload is shown in Figure 6. The relative benefits of the algorithms remains similar to that in the earlier workloads, except that Volcano-RU now gives somewhat better plans than Volcano-SH. Greedy continues to be the best, although it is relatively more expensive. The optimization time for Volcano, Volcano-SH and Volcano-RU increases linearly. The increase in optimization time for Greedy is also practically linear, although it has a very small super-linear component. But even for the largest query, CQ5 (with 22 relations, 144 join predicates and 36 select predicates) the time taken was only 30 seconds. The size of the DAG increases linearly for this sequence of queries. From the above, we can conclude that Greedy is scalable to quite large query batch sizes.

We also ran Greedy on queries with larger numbers of relations to test its scale up with query size. Each experiment was run on a batch consisting of a query repeated twice, to make every subexpression of the query shared. We found that the optimization time increased slightly super-linearly with the size of the DAG. For a query of 10 relations and 9 join predicates, the optimization time ranged from 25 to 50 seconds, depending on the predicate pattern. (The predicate pattern affects the size of the DAG, since the transformation rules do not generate cross products.) Greedy should therefore be used with care on queries with a large number of relations.

### 6.3 Effect of Optimizations

In this series of experiments, we focus on the effect of individual optimizations on the optimization of the scaleup queries. We first consider the effect of the monotonicity heuristic addition to Greedy. Without the monotonicity heuristic, before a node is materialized the benefits w ould be recomputed for all the sharable nodes not yet materialized. With the monotonicity heuristic addition, we found that on an average only about 45 benefits were recomputed each time, across the range of CQ1 to CQ5. In contrast, without the monotonicity heuristic, even at CQ2 there were about 1558 benefit recomputations each time, leading to an optimization time of 77 seconds for the query, as against 7 seconds with monotonicity. Scaleup is also much worse without monotonicity. Best of all, the plans produced with and without the monotonicity heuristic assumption had virtually the same cost on the queries we ran. Thus, the
monotonicity heuristic provides very large time benefits, without affecting the quality of the plans generated.

To find the benefit of the sharability computation, we measured the cost of Greedy with the sharability computation turned off; every node is assumed to be potentially sharable. Across the range of scaleup queries, we found that the optimization time increased significantly. For CQ2, the optimization time increased from 30 secs. to 46 secs. Thus, sharability computation is also a very useful optimization.

In summary, our optimizations of the implementation of the greedy heuristic result in an order of magnitude improvement in its performance, and are critical for it to be of practical use.

6.4 Discussion

To check the effect of memory size on our results, we ran all the above experiments increasing the memory available to the operators from 6MB to 32MB and further to 128MB. We found that the cost estimates for the plans decreased slightly, but the relative gains (i.e., cost ratio with respect to Volcano) essentially remained the same throughout for the different heuristics.

We stress that while the cost of optimization is independent of the database size, the execution cost of a query, and hence the benefit due to optimization, depends upon the size of the underlying data. Correspondingly, the benefit to cost ratio for our algorithms increase markedly with the size of the data. To illustrate this fact, we ran the batched TPCD query BQ5 (considered in Experiment 2) on TPCD database with scale of 100 (total size 100GB). Volcano returned a plan with estimated cost of 106897 seconds while Greedy obtains a plan with cost estimate 73143 seconds, an improvement of 33754 seconds. The extra time spent during optimization is 10 seconds, as before, which is negligible relative to the gain.

While the benefits of using MQO show up on query workloads with common subexpressions, a relevant issue is the performance on workloads with rare or nonexistent overlaps. To study the overheads of Greedy in a case with no sharing, we took a batch containing TPCD queries Q3, Q5, Q7, Q9 and Q10, and renamed the relations to remove all overlaps between queries. Basic Volcano optimization took 650 msec, while the Greedy algorithm took 820 msec. Thus the overhead was around 25%, but note that the absolute numbers are very small. The overheads are due to full DAG expansion and sharability detection.

To summarize, for very low cost queries, which take only a few seconds, one may want to use Volcano-RU, which does a “quick-and-dirty” job; especially so if the query is also syntactically complex. For more expensive queries, as well as “canned” queries that are optimized rarely but executed frequently over large databases, it clearly makes sense to use Greedy.

7 Related Work

The multi-query optimization problem has been addressed in [Fin82, Sel88, SSN94, PS88, ZDNS98, SV98]. The work in [Sel88, SSN94, PS88] describe exhaustive algorithms. They also do not exploit the hierarchical nature of query optimization problems, where expressions have subexpressions.

The work in [SV98] considers sharing only amongst the best plans of each query – this is similar to Volcano-SH, and as we have seen, this often does not yield the best sharing. For the special case of OLAP queries (aggregation on a join of fact table with dimension tables) Zhao et al. [ZDNS98] consider multiquery optimization to share scans and subexpressions. They do not consider materialization of shared results, which is required to handle the more general class of SQL queries, which we consider. Their Local Greedy algorithm is similar in spirit to Volcano-RU, while Global Greedy is an extension that allows plans for queries considered earlier to be changed.

The problem of materialized view/index selection is related to multi-query optimization, but needs to consider updates and view maintenance costs (see, e.g., [Rou82, RSS96, Gup97], and in the context of data cubes, [GHRU97]). Several of the algorithms proposed for this problem use a greedy heuristic, but do not discuss efficient implementation, and tight integration with the query optimizer. We are currently
working on extending our techniques to handle view/index selection and maintenance.

Our multi-query optimization algorithms implement query optimization in the presence of materialized/cached views, as a subroutine. By virtue of working on a general DAG structure, our techniques are extensible, unlike the solutions of [CKPS95] and [CR94]. The problem of detecting whether an expression can be used to compute another has also been studied in [YL87]; however, they do not address the problem of query optimization or of choosing what to materialize. Query result caching [CR94] can be viewed as a dynamic form of multi-query optimization, and we are currently extending our algorithms to provide better selection of intermediate results to cache.

Rao and Ross [RR98] consider the problem of exploiting invariant parts of a nested subquery. Multi-query optimization on nested queries achieves the same effect, thus our techniques are more general.

8 Conclusions
We have described three novel heuristic search algorithms, Volcano-SH, Volcano-RU and Greedy, for multi-query optimization. We presented a number of techniques to greatly speed up the greedy algorithm. Our algorithms are based on the AND-OR DAG representation of queries, and are thereby can be easily extended to handle new operators. Our algorithms also handle index selection and nested queries, in a very natural manner. We also developed extensions to the DAG generation algorithm to detect all common subexpressions and include subsumption derivations.

Our implementation demonstrated that the algorithms can be added to an existing optimizer with a reasonably small amount of effort. Our performance study, using queries based on the TPC-D benchmark, demonstrates that multi-query optimization is practical and gives significant benefits at a reasonable cost. The benefits of multi-query optimization were also demonstrated on a real database system.

In conclusion, we believe we have laid the groundwork for practical use of multi-query optimization, and multi-query optimization will form a critical part of all query optimizers in the future.
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