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Contributions
• Impressive classification performance of CNN 

• No clear understanding why 

• Introduce network activation visualization 

• Diagnostic the effect of each layer & setting 

• Find an optimum architecture 

• Occlusion experiments for spatial understanding
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Fig. 3. Architecture of our 8 layer convnet model. A 224 by 224 crop of an image (with
3 color planes) is presented as the input. This is convolved with 96 different 1st layer
filters (red), each of size 7 by 7, using a stride of 2 in both x and y. The resulting
feature maps are then: (i) passed through a rectified linear function (not shown), (ii)
pooled (max within 3x3 regions, using stride 2) and (iii) contrast normalized across
feature maps to give 96 different 55 by 55 element feature maps. Similar operations are
repeated in layers 2,3,4,5. The last two layers are fully connected, taking features from
the top convolutional layer as input in vector form (6 · 6 · 256 = 9216 dimensions).
The final layer is a C-way softmax function, C being the number of classes. All filters
and feature maps are square in shape.
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Fig. 4. Evolution of a randomly chosen subset of model features through training.
Each layer’s features are displayed in a different block. Within each block, we show
a randomly chosen subset of features at epochs [1,2,5,10,20,30,40,64]. The visualiza-
tion shows the strongest activation (across all training examples) for a given feature
map, projected down to pixel space using our deconvnet approach. Color contrast is
artificially enhanced and the figure is best viewed in electronic form.

occluder covers the image region that appears in the visualization, we see a
strong drop in activity in the feature map. This shows that the visualization
genuinely corresponds to the image structure that stimulates that feature map,
hence validating the other visualizations shown in Fig. 4 and Fig. 2.

5 Experiments

5.1 ImageNet 2012

This dataset consists of 1.3M/50k/100k training/validation/test examples,
spread over 1000 categories. Table 1 shows our results on this dataset.

Using the exact architecture specified in Krizhevsky et al. [18], we attempt to
replicate their result on the validation set. We achieve an error rate within 0.1%
of their reported value on the ImageNet 2012 validation set.

Next we analyze the performance of our model with the architectural changes
outlined in Section 4.1 (7× 7 filters in layer 1 and stride 2 convolutions in layers
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the top convolutional layer as input in vector form (6 · 6 · 256 = 9216 dimensions).
The final layer is a C-way softmax function, C being the number of classes. All filters
and feature maps are square in shape.
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tion shows the strongest activation (across all training examples) for a given feature
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artificially enhanced and the figure is best viewed in electronic form.
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The final layer is a C-way softmax function, C being the number of classes. All filters
and feature maps are square in shape.
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Fig. 4. Evolution of a randomly chosen subset of model features through training.
Each layer’s features are displayed in a different block. Within each block, we show
a randomly chosen subset of features at epochs [1,2,5,10,20,30,40,64]. The visualiza-
tion shows the strongest activation (across all training examples) for a given feature
map, projected down to pixel space using our deconvnet approach. Color contrast is
artificially enhanced and the figure is best viewed in electronic form.
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5 Experiments

5.1 ImageNet 2012

This dataset consists of 1.3M/50k/100k training/validation/test examples,
spread over 1000 categories. Table 1 shows our results on this dataset.

Using the exact architecture specified in Krizhevsky et al. [18], we attempt to
replicate their result on the validation set. We achieve an error rate within 0.1%
of their reported value on the ImageNet 2012 validation set.
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The final layer is a C-way softmax function, C being the number of classes. All filters
and feature maps are square in shape.
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Fig. 4. Evolution of a randomly chosen subset of model features through training.
Each layer’s features are displayed in a different block. Within each block, we show
a randomly chosen subset of features at epochs [1,2,5,10,20,30,40,64]. The visualiza-
tion shows the strongest activation (across all training examples) for a given feature
map, projected down to pixel space using our deconvnet approach. Color contrast is
artificially enhanced and the figure is best viewed in electronic form.
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strong drop in activity in the feature map. This shows that the visualization
genuinely corresponds to the image structure that stimulates that feature map,
hence validating the other visualizations shown in Fig. 4 and Fig. 2.

5 Experiments

5.1 ImageNet 2012

This dataset consists of 1.3M/50k/100k training/validation/test examples,
spread over 1000 categories. Table 1 shows our results on this dataset.

Using the exact architecture specified in Krizhevsky et al. [18], we attempt to
replicate their result on the validation set. We achieve an error rate within 0.1%
of their reported value on the ImageNet 2012 validation set.
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The final layer is a C-way softmax function, C being the number of classes. All filters
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Each layer’s features are displayed in a different block. Within each block, we show
a randomly chosen subset of features at epochs [1,2,5,10,20,30,40,64]. The visualiza-
tion shows the strongest activation (across all training examples) for a given feature
map, projected down to pixel space using our deconvnet approach. Color contrast is
artificially enhanced and the figure is best viewed in electronic form.
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This dataset consists of 1.3M/50k/100k training/validation/test examples,
spread over 1000 categories. Table 1 shows our results on this dataset.

Using the exact architecture specified in Krizhevsky et al. [18], we attempt to
replicate their result on the validation set. We achieve an error rate within 0.1%
of their reported value on the ImageNet 2012 validation set.
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Fig. 1. Top: A deconvnet layer (left) attached to a convnet layer (right). The deconvnet
will reconstruct an approximate version of the convnet features from the layer beneath.
Bottom: An illustration of the unpooling operation in the deconvnet, using switches
which record the location of the local max in each pooling region (colored zones) during
pooling in the convnet. The black/white bars are negative/positive activations within
the feature map.

anneal the learning rate throughout training manually when the validation error
plateaus. Dropout [14] is used in the fully connected layers (6 and 7) with a rate
of 0.5. All weights are initialized to 10−2 and biases are set to 0.

Visualization of the first layer filters during training reveals that a few of
them dominate. To combat this, we renormalize each filter in the convolutional
layers whose RMS value exceeds a fixed radius of 10−1 to this fixed radius. This
is crucial, especially in the first layer of the model, where the input images are
roughly in the [-128,128] range. As in Krizhevsky et al. [18], we produce multiple
different crops and flips of each training example to boost training set size. We
stopped training after 70 epochs, which took around 12 days on a single GTX580
GPU, using an implementation based on [18].

4 Convnet Visualization

Using the model described in Section 3, we now use the deconvnet to visualize
the feature activations on the ImageNet validation set.

Feature Visualization: Fig. 2 shows feature visualizations from our model
once training is complete. For a given feature map, we show the top 9 acti-
vations, each projected separately down to pixel space, revealing the different

Deconvnet & Convnet
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Fig. 2. Visualization of features in a fully trained model. For layers 2-5 we show the top
9 activations in a random subset of feature maps across the validation data, projected
down to pixel space using our deconvolutional network approach. Our reconstructions
are not samples from the model: they are reconstructed patterns from the validation set
that cause high activations in a given feature map. For each feature map we also show
the corresponding image patches. Note: (i) the the strong grouping within each feature
map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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Fig. 2. Visualization of features in a fully trained model. For layers 2-5 we show the top
9 activations in a random subset of feature maps across the validation data, projected
down to pixel space using our deconvolutional network approach. Our reconstructions
are not samples from the model: they are reconstructed patterns from the validation set
that cause high activations in a given feature map. For each feature map we also show
the corresponding image patches. Note: (i) the the strong grouping within each feature
map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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Fig. 2. Visualization of features in a fully trained model. For layers 2-5 we show the top
9 activations in a random subset of feature maps across the validation data, projected
down to pixel space using our deconvolutional network approach. Our reconstructions
are not samples from the model: they are reconstructed patterns from the validation set
that cause high activations in a given feature map. For each feature map we also show
the corresponding image patches. Note: (i) the the strong grouping within each feature
map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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Fig. 2. Visualization of features in a fully trained model. For layers 2-5 we show the top
9 activations in a random subset of feature maps across the validation data, projected
down to pixel space using our deconvolutional network approach. Our reconstructions
are not samples from the model: they are reconstructed patterns from the validation set
that cause high activations in a given feature map. For each feature map we also show
the corresponding image patches. Note: (i) the the strong grouping within each feature
map, (ii) greater invariance at higher layers and (iii) exaggeration of discriminative
parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in
electronic form. The compression artifacts are a consequence of the 30Mb submission
limit, not the reconstruction algorithm itself.
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Notes
• Hierarchical representation of features 

• Strong grouping within each feature map 

• Larger invariance in higher layers (Layer 5) 

• Selection of discriminative parts of images
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Feature evolution during training
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Fig. 3. Architecture of our 8 layer convnet model. A 224 by 224 crop of an image (with
3 color planes) is presented as the input. This is convolved with 96 different 1st layer
filters (red), each of size 7 by 7, using a stride of 2 in both x and y. The resulting
feature maps are then: (i) passed through a rectified linear function (not shown), (ii)
pooled (max within 3x3 regions, using stride 2) and (iii) contrast normalized across
feature maps to give 96 different 55 by 55 element feature maps. Similar operations are
repeated in layers 2,3,4,5. The last two layers are fully connected, taking features from
the top convolutional layer as input in vector form (6 · 6 · 256 = 9216 dimensions).
The final layer is a C-way softmax function, C being the number of classes. All filters
and feature maps are square in shape.
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Fig. 4. Evolution of a randomly chosen subset of model features through training.
Each layer’s features are displayed in a different block. Within each block, we show
a randomly chosen subset of features at epochs [1,2,5,10,20,30,40,64]. The visualiza-
tion shows the strongest activation (across all training examples) for a given feature
map, projected down to pixel space using our deconvnet approach. Color contrast is
artificially enhanced and the figure is best viewed in electronic form.

occluder covers the image region that appears in the visualization, we see a
strong drop in activity in the feature map. This shows that the visualization
genuinely corresponds to the image structure that stimulates that feature map,
hence validating the other visualizations shown in Fig. 4 and Fig. 2.

5 Experiments

5.1 ImageNet 2012

This dataset consists of 1.3M/50k/100k training/validation/test examples,
spread over 1000 categories. Table 1 shows our results on this dataset.

Using the exact architecture specified in Krizhevsky et al. [18], we attempt to
replicate their result on the validation set. We achieve an error rate within 0.1%
of their reported value on the ImageNet 2012 validation set.

Next we analyze the performance of our model with the architectural changes
outlined in Section 4.1 (7× 7 filters in layer 1 and stride 2 convolutions in layers

• Lower layers converge faster 

• Higher layers start to converge later 

• Sudden jump: different images result strong activation
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Figure 3. Architecture of our 8 layer convnet model. A 224 by 224 crop of an image (with 3 color planes) is presented as
the input. This is convolved with 96 di↵erent 1st layer filters (red), each of size 7 by 7, using a stride of 2 in both x and y.
The resulting feature maps are then: (i) passed through a rectified linear function (not shown), (ii) pooled (max within
3x3 regions, using stride 2) and (iii) contrast normalized across feature maps to give 96 di↵erent 55 by 55 element feature
maps. Similar operations are repeated in layers 2,3,4,5. The last two layers are fully connected, taking features from
the top convolutional layer as input in vector form (6 · 6 · 256 = 9216 dimensions). The final layer is a C-way softmax
function, C being the number of classes. All filters and feature maps are square in shape.

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Figure 4. Evolution of a randomly chosen subset of model features through training. Each layer’s features are displayed
in a di↵erent block. Within each block, we show a randomly chosen subset of features at epochs [1,2,5,10,20,30,40,64].
The visualization shows the strongest activation (across all training examples) for a given feature map, projected down to
pixel space using our deconvnet approach. Color contrast is artificially enhanced and the figure is best viewed in electronic
form.
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Figure 5. Analysis of vertical translation, scale, and rotation invariance within the model (rows a-c respectively). Col 1: 5
example images undergoing the transformations. Col 2 & 3: Euclidean distance between feature vectors from the original
and transformed images in layers 1 and 7 respectively. Col 4: the probability of the true label for each image, as the
image is transformed.
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Architecture selection

• Smaller stride (2 vs. 4) and smaller filters (7x7 vs. 11x11) 

• Layer 1: more coverage of mid-frequencies 

• Layer 2: no aliasing, no “dead” feature

Layer 1 Layer 2

Visualizing and Understanding Convolutional Networks

(a) (b)

(c) (d) (e)

Figure 6. (a): 1st layer features without feature scale clipping. Note that one feature dominates. (b): 1st layer features
from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2nd layer features from (Krizhevsky
et al., 2012). (e): Visualizations of our 2nd layer features. These are cleaner, with no aliasing artifacts that are visible in
(d).
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Figure 7. Three test examples where we systematically cover up di↵erent portions of the scene with a gray square (1st
column) and see how the top (layer 5) feature maps ((b) & (c)) and classifier output ((d) & (e)) changes. (b): for each
position of the gray scale, we record the total activation in one layer 5 feature map (the one with the strongest response
in the unoccluded image). (c): a visualization of this feature map projected down into the input image (black square),
along with visualizations of this map from other images. The first row example shows the strongest feature to be the
dog’s face. When this is covered-up the activity in the feature map decreases (blue area in (b)). (d): a map of correct
class probability, as a function of the position of the gray square. E.g. when the dog’s face is obscured, the probability
for “pomeranian” drops significantly. (e): the most probable label as a function of occluder position. E.g. in the 1st row,
for most locations it is “pomeranian”, but if the dog’s face is obscured but not the ball, then it predicts “tennis ball”. In
the 2nd example, text on the car is the strongest feature in layer 5, but the classifier is most sensitive to the wheel. The
3rd example contains multiple objects. The strongest feature in layer 5 picks out the faces, but the classifier is sensitive
to the dog (blue region in (d)), since it uses multiple feature maps.
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from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2nd layer features from (Krizhevsky
et al., 2012). (e): Visualizations of our 2nd layer features. These are cleaner, with no aliasing artifacts that are visible in
(d).
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Figure 7. Three test examples where we systematically cover up di↵erent portions of the scene with a gray square (1st
column) and see how the top (layer 5) feature maps ((b) & (c)) and classifier output ((d) & (e)) changes. (b): for each
position of the gray scale, we record the total activation in one layer 5 feature map (the one with the strongest response
in the unoccluded image). (c): a visualization of this feature map projected down into the input image (black square),
along with visualizations of this map from other images. The first row example shows the strongest feature to be the
dog’s face. When this is covered-up the activity in the feature map decreases (blue area in (b)). (d): a map of correct
class probability, as a function of the position of the gray square. E.g. when the dog’s face is obscured, the probability
for “pomeranian” drops significantly. (e): the most probable label as a function of occluder position. E.g. in the 1st row,
for most locations it is “pomeranian”, but if the dog’s face is obscured but not the ball, then it predicts “tennis ball”. In
the 2nd example, text on the car is the strongest feature in layer 5, but the classifier is most sensitive to the wheel. The
3rd example contains multiple objects. The strongest feature in layer 5 picks out the faces, but the classifier is sensitive
to the dog (blue region in (d)), since it uses multiple feature maps.
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Figure 6. (a): 1st layer features without feature scale clipping. Note that one feature dominates. (b): 1st layer features
from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2nd layer features from (Krizhevsky
et al., 2012). (e): Visualizations of our 2nd layer features. These are cleaner, with no aliasing artifacts that are visible in
(d).

Car wheel
Racer
Cab
Police van

 

Pomeranian
Tennis ball
Keeshond
Pekinese

Afghan hound
Gordon setter
Irish setter
Mortarboard
Fur coat
Academic gown
Australian terrier
Ice lolly
Vizsla
Neck brace

 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 

 

0.05

0.1

0.15

0.2

0.25

True Label: Pomeranian

(a) Input Image (b) Layer 5, strongest feature map
(c) Layer 5, strongest
feature map projections

(d) Classifier, probability 
of correct class 

(e) Classifier, most 
probable class 

True Label: Car Wheel

True Label: Afghan Hound

Figure 7. Three test examples where we systematically cover up di↵erent portions of the scene with a gray square (1st
column) and see how the top (layer 5) feature maps ((b) & (c)) and classifier output ((d) & (e)) changes. (b): for each
position of the gray scale, we record the total activation in one layer 5 feature map (the one with the strongest response
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dog’s face. When this is covered-up the activity in the feature map decreases (blue area in (b)). (d): a map of correct
class probability, as a function of the position of the gray square. E.g. when the dog’s face is obscured, the probability
for “pomeranian” drops significantly. (e): the most probable label as a function of occluder position. E.g. in the 1st row,
for most locations it is “pomeranian”, but if the dog’s face is obscured but not the ball, then it predicts “tennis ball”. In
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from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2nd layer features from (Krizhevsky
et al., 2012). (e): Visualizations of our 2nd layer features. These are cleaner, with no aliasing artifacts that are visible in
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Figure 7. Three test examples where we systematically cover up di↵erent portions of the scene with a gray square (1st
column) and see how the top (layer 5) feature maps ((b) & (c)) and classifier output ((d) & (e)) changes. (b): for each
position of the gray scale, we record the total activation in one layer 5 feature map (the one with the strongest response
in the unoccluded image). (c): a visualization of this feature map projected down into the input image (black square),
along with visualizations of this map from other images. The first row example shows the strongest feature to be the
dog’s face. When this is covered-up the activity in the feature map decreases (blue area in (b)). (d): a map of correct
class probability, as a function of the position of the gray square. E.g. when the dog’s face is obscured, the probability
for “pomeranian” drops significantly. (e): the most probable label as a function of occluder position. E.g. in the 1st row,
for most locations it is “pomeranian”, but if the dog’s face is obscured but not the ball, then it predicts “tennis ball”. In
the 2nd example, text on the car is the strongest feature in layer 5, but the classifier is most sensitive to the wheel. The
3rd example contains multiple objects. The strongest feature in layer 5 picks out the faces, but the classifier is sensitive
to the dog (blue region in (d)), since it uses multiple feature maps.



Occlusion sensitivity
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Figure 6. (a): 1st layer features without feature scale clipping. Note that one feature dominates. (b): 1st layer features
from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2nd layer features from (Krizhevsky
et al., 2012). (e): Visualizations of our 2nd layer features. These are cleaner, with no aliasing artifacts that are visible in
(d).
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Correspondence analysis
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Figure 8. Images used for correspondence experiments.
Col 1: Original image. Col 2,3,4: Occlusion of the right
eye, left eye, and nose respectively. Other columns show
examples of random occlusions.

Mean Feature Mean Feature
Sign Change Sign Change

Occlusion Location Layer 5 Layer 7
Right Eye 0.067± 0.007 0.069± 0.015
Left Eye 0.069± 0.007 0.068± 0.013
Nose 0.079± 0.017 0.069± 0.011

Random 0.107± 0.017 0.073± 0.014

Table 1. Measure of correspondence for di↵erent object
parts in 5 di↵erent dog images. The lower scores for the
eyes and nose (compared to random object parts) show the
model implicitly establishing some form of correspondence
of parts at layer 5 in the model. At layer 7, the scores
are more similar, perhaps due to upper layers trying to
discriminate between the di↵erent breeds of dog.

5. Experiments

5.1. ImageNet 2012

This dataset consists of 1.3M/50k/100k train-
ing/validation/test examples, spread over 1000 cate-
gories. Table 2 shows our results on this dataset.

Using the exact architecture specified in (Krizhevsky
et al., 2012), we attempt to replicate their result on the
validation set. We achieve an error rate within 0.1% of
their reported value on the ImageNet 2012 validation
set.

Next we analyze the performance of our model with
the architectural changes outlined in Section 4.1 (7⇥7
filters in layer 1 and stride 2 convolutions in layers 1
& 2). This model, shown in Fig. 3, significantly out-
performs the architecture of (Krizhevsky et al., 2012),
beating their single model result by 1.7% (test top-5).
When we combine multiple models, we obtain a test
error of 14.8%, the best published performance
on this dataset1 (despite only using the 2012 train-

1This performance has been surpassed in the recent
Imagenet 2013 competition (http://www.image-net.org/

ing set). We note that this error is almost half that of
the top non-convnet entry in the ImageNet 2012 classi-
fication challenge, which obtained 26.2% error (Gunji
et al., 2012).

Val Val Test
Error % Top-1 Top-5 Top-5

(Gunji et al., 2012) - - 26.2
(Krizhevsky et al., 2012), 1 convnet 40.7 18.2 ��
(Krizhevsky et al., 2012), 5 convnets 38.1 16.4 16.4
(Krizhevsky et al., 2012)⇤, 1 convnets 39.0 16.6 ��
(Krizhevsky et al., 2012)⇤, 7 convnets 36.7 15.4 15.3

Our replication of
(Krizhevsky et al., 2012), 1 convnet 40.5 18.1 ��
1 convnet as per Fig. 3 38.4 16.5 ��
5 convnets as per Fig. 3 – (a) 36.7 15.3 15.3
1 convnet as per Fig. 3 but with
layers 3,4,5: 512,1024,512 maps – (b) 37.5 16.0 16.1
6 convnets, (a) & (b) combined 36.0 14.7 14.8

Table 2. ImageNet 2012 classification error rates. The ⇤
indicates models that were trained on both ImageNet 2011
and 2012 training sets.

Varying ImageNet Model Sizes: In Table 3, we
first explore the architecture of (Krizhevsky et al.,
2012) by adjusting the size of layers, or removing
them entirely. In each case, the model is trained from
scratch with the revised architecture. Removing the
fully connected layers (6,7) only gives a slight increase
in error. This is surprising, given that they contain
the majority of model parameters. Removing two of
the middle convolutional layers also makes a relatively
small di↵erent to the error rate. However, removing
both the middle convolution layers and the fully con-
nected layers yields a model with only 4 layers whose
performance is dramatically worse. This would sug-
gest that the overall depth of the model is important
for obtaining good performance. In Table 3, we modify
our model, shown in Fig. 3. Changing the size of the
fully connected layers makes little di↵erence to perfor-
mance (same for model of (Krizhevsky et al., 2012)).
However, increasing the size of the middle convolution
layers goes give a useful gain in performance. But in-
creasing these, while also enlarging the fully connected
layers results in over-fitting.

5.2. Feature Generalization

The experiments above show the importance of the
convolutional part of our ImageNet model in obtain-
ing state-of-the-art performance. This is supported by
the visualizations of Fig. 2 which show the complex in-
variances learned in the convolutional layers. We now
explore the ability of these feature extraction layers to
generalize to other datasets, namely Caltech-101 (Fei-
fei et al., 2006), Caltech-256 (Gri�n et al., 2006) and
PASCAL VOC 2012. To do this, we keep layers 1-7
of our ImageNet-trained model fixed and train a new

challenges/LSVRC/2013/results.php).
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of parts at layer 5 in the model. At layer 7, the scores
are more similar, perhaps due to upper layers trying to
discriminate between the di↵erent breeds of dog.

5. Experiments

5.1. ImageNet 2012

This dataset consists of 1.3M/50k/100k train-
ing/validation/test examples, spread over 1000 cate-
gories. Table 2 shows our results on this dataset.

Using the exact architecture specified in (Krizhevsky
et al., 2012), we attempt to replicate their result on the
validation set. We achieve an error rate within 0.1% of
their reported value on the ImageNet 2012 validation
set.

Next we analyze the performance of our model with
the architectural changes outlined in Section 4.1 (7⇥7
filters in layer 1 and stride 2 convolutions in layers 1
& 2). This model, shown in Fig. 3, significantly out-
performs the architecture of (Krizhevsky et al., 2012),
beating their single model result by 1.7% (test top-5).
When we combine multiple models, we obtain a test
error of 14.8%, the best published performance
on this dataset1 (despite only using the 2012 train-

1This performance has been surpassed in the recent
Imagenet 2013 competition (http://www.image-net.org/

ing set). We note that this error is almost half that of
the top non-convnet entry in the ImageNet 2012 classi-
fication challenge, which obtained 26.2% error (Gunji
et al., 2012).

Val Val Test
Error % Top-1 Top-5 Top-5

(Gunji et al., 2012) - - 26.2
(Krizhevsky et al., 2012), 1 convnet 40.7 18.2 ��
(Krizhevsky et al., 2012), 5 convnets 38.1 16.4 16.4
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5 convnets as per Fig. 3 – (a) 36.7 15.3 15.3
1 convnet as per Fig. 3 but with
layers 3,4,5: 512,1024,512 maps – (b) 37.5 16.0 16.1
6 convnets, (a) & (b) combined 36.0 14.7 14.8

Table 2. ImageNet 2012 classification error rates. The ⇤
indicates models that were trained on both ImageNet 2011
and 2012 training sets.

Varying ImageNet Model Sizes: In Table 3, we
first explore the architecture of (Krizhevsky et al.,
2012) by adjusting the size of layers, or removing
them entirely. In each case, the model is trained from
scratch with the revised architecture. Removing the
fully connected layers (6,7) only gives a slight increase
in error. This is surprising, given that they contain
the majority of model parameters. Removing two of
the middle convolutional layers also makes a relatively
small di↵erent to the error rate. However, removing
both the middle convolution layers and the fully con-
nected layers yields a model with only 4 layers whose
performance is dramatically worse. This would sug-
gest that the overall depth of the model is important
for obtaining good performance. In Table 3, we modify
our model, shown in Fig. 3. Changing the size of the
fully connected layers makes little di↵erence to perfor-
mance (same for model of (Krizhevsky et al., 2012)).
However, increasing the size of the middle convolution
layers goes give a useful gain in performance. But in-
creasing these, while also enlarging the fully connected
layers results in over-fitting.

5.2. Feature Generalization

The experiments above show the importance of the
convolutional part of our ImageNet model in obtain-
ing state-of-the-art performance. This is supported by
the visualizations of Fig. 2 which show the complex in-
variances learned in the convolutional layers. We now
explore the ability of these feature extraction layers to
generalize to other datasets, namely Caltech-101 (Fei-
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feature layer!
(preserve correspondence)
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(a) (b)

(c) (d)

Fig. 5. (a): 1st layer features without feature scale clipping. Note that one feature dom-
inates. (b): 1st layer features from Krizhevsky et al. [18]. (c): Our 1st layer features. The
smaller stride (2 vs 4) and filter size (7x7 vs 11x11) results in more distinctive features
and fewer “dead” features. (d): Visualizations of 2nd layer features from Krizhevsky
et al. [18]. (e): Visualizations of our 2nd layer features. These are cleaner, with no
aliasing artifacts that are visible in (d).

1 & 2). This model, shown in Fig. 3, significantly outperforms the architecture
of Krizhevsky et al. [18], beating their single model result by 1.7% (test top-5).
When we combine multiple models, we obtain a test error of 14.8%, an improve-
ment of 1.6%. This result is close to that produced by the data-augmentation
approaches of Howard [15], which could easily be combined with our architec-
ture. However, our model is some way short of the winner of the 2013 Imagenet
classification competition [28].

Table 1. ImageNet 2012/2013 classification error rates. The ∗ indicates models that
were trained on both ImageNet 2011 and 2012 training sets.

Val Val Test
Error % Top-1 Top-5 Top-5

Gunji et al. [12] - - 26.2
DeCAF [7] - - 19.2
Krizhevsky et al. [18], 1 convnet 40.7 18.2 −−
Krizhevsky et al. [18], 5 convnets 38.1 16.4 16.4
Krizhevsky et al. ∗[18], 1 convnets 39.0 16.6 −−
Krizhevsky et al. ∗[18], 7 convnets 36.7 15.4 15.3

Our replication of
Krizhevsky et al. , 1 convnet 40.5 18.1 −−
1 convnet as per Fig. 3 38.4 16.5 −−
5 convnets as per Fig. 3 – (a) 36.7 15.3 15.3
1 convnet as per Fig. 3 but with
layers 3,4,5: 512,1024,512 maps – (b) 37.5 16.0 16.1
6 convnets, (a) & (b) combined 36.0 14.7 14.8

Howard [15] - - 13.5
Clarifai [28] - - 11.7

Varying ImageNet Model Sizes: In Table 2, we first explore the architecture
of Krizhevsky et al. [18] by adjusting the size of layers, or removing them entirely.
In each case, the model is trained from scratch with the revised architecture.
Removing the fully connected layers (6,7) only gives a slight increase in error (in

Classification error rate
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Table 2. ImageNet 2012 classification error rates with various architectural changes
to the model of Krizhevsky et al. [18] and our model (see Fig. 3)

Train Val Val
Error % Top-1 Top-1 Top-5

Our replication of Krizhevsky et al. [18], 1 convnet 35.1 40.5 18.1
Removed layers 3,4 41.8 45.4 22.1
Removed layer 7 27.4 40.0 18.4
Removed layers 6,7 27.4 44.8 22.4
Removed layer 3,4,6,7 71.1 71.3 50.1
Adjust layers 6,7: 2048 units 40.3 41.7 18.8
Adjust layers 6,7: 8192 units 26.8 40.0 18.1

Our Model (as per Fig. 3) 33.1 38.4 16.5
Adjust layers 6,7: 2048 units 38.2 40.2 17.6
Adjust layers 6,7: 8192 units 22.0 38.8 17.0
Adjust layers 3,4,5: 512,1024,512 maps 18.8 37.5 16.0
Adjust layers 6,7: 8192 units and
Layers 3,4,5: 512,1024,512 maps 10.0 38.3 16.9

5.2 Feature Generalization

The experiments above show the importance of the convolutional part of our
ImageNet model in obtaining state-of-the-art performance. This is supported
by the visualizations of Fig. 2 which show the complex invariances learned in
the convolutional layers. We now explore the ability of these feature extraction
layers to generalize to other datasets, namely Caltech-101 [9], Caltech-256 [11]
and PASCAL VOC 2012. To do this, we keep layers 1-7 of our ImageNet-trained
model fixed and train a new softmax classifier on top (for the appropriate num-
ber of classes) using the training images of the new dataset. Since the softmax
contains relatively few parameters, it can be trained quickly from a relatively
small number of examples, as is the case for certain datasets.

The experiments compare our feature representation, obtained from Ima-
geNet, with the hand-crafted features used by other methods. In both our ap-
proach and existing ones the Caltech/PASCAL training data is only used to
train the classifier. As they are of similar complexity (ours: softmax, others: lin-
ear SVM), the feature representation is crucial to performance. It is important to
note that both representations were built using images beyond the Caltech and
PASCAL training sets. For example, the hyper-parameters in HOG descriptors
were determined through systematic experiments on a pedestrian dataset [5].

We also try a second strategy of training a model from scratch, i.e. resetting
layers 1-7 to random values and train them, as well as the softmax, on the
training images of the PASCAL/Caltech dataset.

One complication is that some of the Caltech datasets have some images
that are also in the ImageNet training data. Using normalized correlation, we
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