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Fall 2011

Course webpage: http://www.cs.washington.edu/education/courses/cse590v/11au/



Logistics

Time: Tuesdays from 1:30pm-2:30pm
Location: CSE 403
Organizers: Neeraj Kumar and Bryan Russell

Class mailing list: cse590v @ cs washington
edu (subscribe at course webpage)



Course webpage: http://www.cs.washington.edu/education/courses/cse590v/11au/
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CSE 590V: Computer vision seminar
Fall 2011

Late stroll by Leonid Afremov

Course description

CSE 590V is a seminar/reading group focused on recent work in computer vision. We will cover papers from recent and
upcoming conferences related to computer vision (CVPR, ICCV, ECCV, NIPS, SIGGRAPH). The seminar is open to
everyone. We especially encourage first year graduate students who may be considering research in computer vision or

related areas to participate.

Logistics
Time: Tuesdays from 1:30pm-2:30pm

Location: CSE 403



Course description

This is a seminar on recent work in computer
vision
We will cover papers from recent conferences

related to computer vision: CVPR, ICCV, ECCV,
NIPS, SIGGRAPH

We have organized the papers into topics

Each week, we will discuss the papers for a
topic



Potential list of topics covered in class

Datasets and active
learning (covered today)

Attributes (covered next
time)

Poselets

Person detection

Scene understanding
Large scale recognition
Learning

Events and actions
Language

Cross-domain/multi-
modal learning &
matching

Crowds & videos/social
networks

Shading and lighting
Multi-view geometry
RGB-D perception

Cognitive science &
saliency

Misc/cool papers



Course expectations (everybody)

* Read the assigned paper(s) beforehand
* Come ready to discuss the papers
 Make a list of 3 items to discuss, for example:

— Question
— Extension
— Critique



Course expectations (students)

Give a presentation on one of the topics

E-mail Neeraj or Bryan top 3 preferred topic
choices by this Friday

We will assign topics by next week

Friday before you give your presentation,
meet with Neeraj and Bryan to discuss
upcoming presentation

We will award a prize to the best presentation



Volunteer(s) for next week?

* Topic: attributes

— Automatic Attribute Discovery and Characterization.
Tamara Berg, Alexander Berg, Jonathan Shih. ECCV

2010.

— Relative Attributes. Devi Parikh, Kristen Grauman.
ICCV 2011.

— Attribute Learning in Large-scale Datasets. O.
Russakovsky and L. Fei-Fei. Workshop on Parts and
Attributes, assoc. with ECCV 2010.

— Interactively Building a Discriminative Vocabulary of
Nameable Attributes. Devi Parikh, Kristen Grauman.

CVPR 2011.



Summary to do list

* Today: sign up for course mailing list
* Friday: e-mail Neeraj and Bryan top 3
preferred topics

 Next Tuesday: read assigned attribute papers
(we will let you know which ones we will focus

on)



Datasets for object recognition
and scene understanding



In the beginning, things weren’t
always so easy...



Slide credit: A. Torralba



Slide credit: A. Torralba

iURE 4. This figure provides a high quality reproduction of the six images discussed in the text. () and (b) were

taken with a considerably modified Information International Incorporated Vidissector, and the rest were

taken with a Telemation TMC-2100 vidicon camera attached to a Spatial Data Systems digitizer (Camera

Eye 108). The full dynamic range from black to white is represented by 256 grey-levels. The images repro-

duced here were created by an Optronics P150ohPhotowriter from intensity arrays that measured 128 ele-

ments square. This size of intensity array corresponds to viewing a 1 in square at 5 {t with the human retina.

The image of the period at the end of this sentence probably covers more than 40 retinal receptors. The Marr, 1 976
reader should view the images from a distance of about 5 ft when assessing the performance of the programs,



Slide credit: A. Torralba

tURE 4. This figure provides a high quality reproduction of the six images discussed in the text. (@) and () were
taken with a considerably modified Information International Incorporated Vidissector, and the rest were
taken with a Telemation TMC-2100 vidicon camera attached to a Spatial Data Systems digitizer (Camera
Eye 108). The full dynamic range from black to white is represented by 256 grey-levels. The images repro-
duced here were created by an Optronics P150ohPhotowriter from intensity arrays that measured 128 cle-
ments square. This size of intensity array corresponds to viewing a 1 in square at 5 [t with the human retina.
The image of the period at the end of this sentence probably covers more than 40 retinal receptors. The
reader should view the images from a distance of about 5 ft when assessing the performance of the programs,

Marr, 1976



The rise of the modern dataset...



Caltech 101 and 256

101 object classes 256 object classes

Griffin, Holub, Perona, 2007

Fei-Fei, Fergus, Perona, 2004

9,146 images 30,607 images

Slide credit: A. Torralba



Hao Wooi Lim's blog

Where my thoughts are stored in byte-addressable little-endian format memory.

FRIDAY, AUGUST 21, 2009

Table of results for Caltech 101

This is a table documenting some of the best results some paper obtained in Caltech-101 dataset.

Results shown here are all trained using 30 samples from each category.

1. Group-Sensitive Multiple Kernel Learning for Object Categorization (ICCV 2009)
Cited 17 times. 84.3%
Additional Info: GS-MKL

2. LP-Beta + Geometric blur + PHOW gray/color + Self-Similarity
82.1% +- 0.3%

3. Learning Subcategory Relevances for Category Recognition (CVPR 2008)
Cited 19 times. 81.9%
Poster: Link (PDF)

4. Object Recognition as Ranking Holistic Figure-Ground Hypotheses (CVPR 2010)
Cited 8 times. 81.9%
Additional Info: Regression with Post-Processing.
5. Image Classification using Random Forests and Ferns (2007)
Cited 130 times. 81.3%
Additional Info: Bosch Multi-way SVM
6. In Defense of Nearest-Neighbor Based Image Classification (CVPR 2008)
Cited 139 times. 79.23%
Additional Info: NBNN (5 descriptors)
7. Visual Geometric Group (VGG)'s implementation of Multiple Kernel Image Classifier trained on
dense SIFT, self-similarity, and geometric blur features
78.20% +- 0.4%
Additional Info: Result of 77.8% is obtained by combining dense SIFT, self-similarity, and
geometric blur features with the multiple kernel learning

http://zybler.blogspot.com/2009/08/table-of-results-for-famous-public.html



9591 images, 23 object classes
Pixel-wise segmentation

J. Winn, A. Criminisi, and T. Minka, 2005



LabelMe
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What is this object?

pole] ] »

Tool went online July 1st, 2005
825,597 object annotations collected
199,250 images available for labeling

labelme.csail.mit.edu

B.C. Russell, A. Torralba, K.P. Murphy, W.T. Freeman, [JCV 2008
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t mw Labeling tool Help Downloads™=" About Matlab Toolbox UploadImages Stats

Search

Your query (street) matches 13238 images




Quality of the labeling
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The other extreme of extreme labeling

... things do not always look good...




Testing

Most common labels:
test
adksdsa

woiieiie




Sophisticated testing
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Most common labels:
Star

Square

Nothing




Creative testing

Do not try this at home

[L (ﬂr‘bj;‘)im@ P cf you find any bugs or ® Sianlin|(whv)
ha S
= g There are 1568302 labelled objects

. . : her i '
Label as many objects and regions as you can |nQW Tragemade . .
= . Edit/delete object
Instructions (Get more help)

Use your mouse to click around the R i
boundary of some objects in this image stupid birdie

You will then be asked to enter the name
elete

of the object (examples: car, window)

segment Fit Image

Polygons in this image

Most common labels:
Stupid birdie
Tourist checking hottie

Man’s derriere




Visual Object Classes Challenge 2011 (VOC2011)

tistical Mode ng and
rning

‘s
%3 PASCAL2

[click on an image to see the annotation]

2011 version - 20 object classes:

Person: person

Animal: bird, cat, cow, dog, horse, sheep

Vehicle: aeroplane, bicycle, boat, bus, car, motorbike, train
Indoor: bottle, chair, dining table, potted plant, sofa, tv/monitor

The train/val data has 11,530 images containing
27,450 ROI annotated objects and 5,034 segmentations

» Three main competitions: classification, detection, and segmentation
» Three "taster" competitions: person layout, action classification, and
ImageNet large scale recognition

M. Everingham, L. Van Gool, C. K. I. Williams, J. Winn, A. Zisserman



Classification Results: VOC2010 data
Competition "comp1" (train on VOC2010 data)
Average Precision (AP %)

aero dining motor potted tv/
plane bicycle bird boat bottle bus car cat chair cow table dog horse bike person plant sheep sofa train monitor

BONN FGT SEGM 88.0 616 531 633 348 775 723 711 411 56.0 396 643 689 75.4 87.5 325 59.3 408 787 61.4

BUPT LPBETA MULTFEAT 821 386 395 465 155 550 464 465 399 213 312 376 458 414 75.5 15.6 417 25.0 625 443

BUPT SPM SC HOG 79.6 47.0 429 523 213 666 50.1 587 443 218 32.7 460 497 51.7 72.4 13.2 441 281 615 48.8

BUPT SVM MULTFEAT 81.1 453 473 463 201 423 364 491 375 206 385 438 449 54.4 68.6 18.0 48.2 26.0 577 40.3

BUT FU SVM SIFT 89.7 639 645 683 368 779 685 720 572 472 56.7 635 66.8 742 85.0 32.8 543 491 826 66.8

CVC FLAT 894 576 630 685 320 767 647 669 515 484 50.0 548 631 69.9 83.5 33.6 548 46.1 822 65.9

CVC PLUS 91.0 61.8 66.7 71.1 37.7 789 678 722 558 51.0 558 594 653 73.0 84.0 39.9 56.9 485 839 68.1

CVC PLUSDET 917 70.0 668 713 490 814 775 712 60.0 526 55.7 610 709 76.7 88.4 43.2 59.7 538 847 713

HIT PROTOLEARN 2 60.7 221 227 290 15.0 349 278 316 319 141 174 289 240 20.6 55.8 9.2 22.0 16.8 309 246

LIG MSVM FUSE CONCEPT 744 43.0 375 504 22.0 60.7 471 468 475 222 35.0 421 42.9 48.4 73.8 15.6 31.8 289 638 46.6
LIPEUPMC KSVM BASELINE 784 541 499 611 246 683 580 599 507 357 425 550 608 63.1 711 25.9 51.5 399 7441 59.6
LIP6UPMC MKL L1 785 5569 546 625 250 693 595 60.0 513 379 467 540 605 64.0 72.8 32.8 526 385 727 61.1

LIPEUPMC RANKING 78.8 513 461 582 195 686 556 59.4 46.8 30.7 36.0 493 523 60.0 76.3 17.8 49.1 353 66.3 56.6

LIRIS MKL TRAINVAL 875 57.0 617 682 299 766 619 675 56.9 351 50.6 55.1 62.2 69.3 83.6 35.9 529 427 798 66.3

NEC V1 HOGLBP NONLIN SVM 933 717 699 769 420 853 774 793 60.0 558 60.6 71.1 75.7 7.7 86.8 33.5 61.5 558 875 69.9
NEC V1 HOGLBP NONLIN SVMDET 93.3 729 698 772 479 856 79.7 794 61.7 566 61.1 711 76.7 79.3 86.8 38.1 63.9 558 875 729
NIl SVMSIFT 69.3 403 273 4441 185 541 239 444 429 203 311 375 366 405 68.8 9.3 246 202 556 43.9

NLPR VSTAR CLS DICTLEARN 90.3 770 653 750 537 859 804 746 629 66.2 541 668 76.1 81.7 89.9 41.6 66.3 57.0 85.0 743
NTHU LINSPARSE 2 779 440 374 485 19.0 636 490 51.0 455 276 321 417 469 49.7 68.5 13.2 40.3 301 617 46.3

NUDT SVM LDP SIFT PMK SPMK  86.1 59.3 60.2 68.7 287 748 635 68.0 525 414 471 575 609 68.2 81.5 294 521 445 791 4.7
NUDT SVM WHGO SIFT CENTRIST LLM 835 542 552 668 285 721 654 642 519 3641 493 556 58.0 66.5 82.1 25.3 481 41.7 784 59.5
NUSPSL EXCLASSIFIER 91.3 770 700 756 50.7 832 771 754 625 626 62.7 646 779 81.8 ol 448 642 532 863 774

NUSPSL KERNELREGFUSING 93.0 790 716 778 543 852 786 788 645 64.0 62.7 696 820 844 91.6 48.6 649 596 894 76.4
NUSPSL MFDETSVM 919 771 695 747 525 843 773 762 63.0 635 629 650 795 83.2 91.2 45.5 65.4 550 87.0 77.2

RITSU CBVR WKF 856 572 549 645 292 712 571 632 539 37.6 496 547 58.7 67.9 80.1 29.2 521 435 764 60.9

SURREY MK KDA 90.6 66.1 672 706 36.0 79.7 698 734 584 507 60.1 652 69.8 76.9 87.0 42.5 59.6 499 852 713

TIT SIFT GMM MKL 87.2 56.6 59.6 66.0 326 727 63.1 648 546 41.2 493 588 5941 68.2 82.9 31.2 49.2 432 750 63.4
UC3M GENDISC 85.5 516 554 648 259 744 606 66.0 51.0 459 439 55.0 59.0 65.2 80.3 24.0 514 470 764 58.6

UVA BW NEWCOLOURSIFT 915 710 673 699 439 806 753 734 593 578 60.8 640 706 80.0 88.6 50.8 65.6 56.1 83.0 76.2

UVA BW NEWCOLOURSIFT SRKDA 90.6 669 634 702 494 818 767 709 600 57.1 605 645 674 79.1 90.2 53.3 63.5 580 819 74.4
WLU SPM EMDIST 75.8 489 36.8 443 212 658 521 521 454 282 35.0 453 478 54.2 71.0 14.7 39.8 327 622 48.0

XRCE IFV  87.1 596 599 69.7 313 764 629 643 525 424 5561 59.7 643 70.4 83.9 32.6 53.3 504 80.0 67.6




Slide credit: A. Torralba

30.000.000 tiny images

75.000 non-abstract nouns from WordNet 7 Online image search engines
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» A. Torralba, R. Fergus, W.T. Freeman. PAMI 2008



I M R.G E Slide credit: A. Torralba

 An ontology of images based on WordNet

* ImageNet currently has
— 13,000+ categories of visual concepts
— 10 million human-cleaned images (~700im/categ)
— 1/3+ is released online @ www.image-net.org

skepherd dog, sheep dog

animal
collie German shepherd

~10°+ nodes
~10%+ images

e DEEE A
B, S9N |
s

Deng, Dong, Socher, Li & Fei-Fei, CVPR 2009
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* Collected all the terms from WordNet that described scenes, places, and
environments
* Any concrete noun which could reasonably complete the phrase “I
am in a place”, or “let’s go to the place”

* 899 scene categories

* 130,519 images

* 397 scene categories with at least 100 images
* 63,726 labeled objects

J. Xiao, J. Hays, K. Ehinger, A. Oliva, and A. Torralba, CVPR 2010



Collecting datasets

(towards 10%7 examples)
« ESP game (CMU)

Luis Von Ahn and Laura Dabbish 2004

« LabelMe (MIT)

Russell, Torralba, Freeman, 2005

« StreetScenes (CBCL-MIT)
Bileschi, Poggio, 2006

WhatWhere (Caltech)

Perona et al, 2007

« PASCAL challenges (2006-2011)

M. Everingham et al.

» Lotus Hill Institute
Song-Chun Zhu et al 2007

» ImageNet (Stanford)

J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei

« Tiny images
A. Torralba, R. Fergus and W.T. Freeman




Video: event and action recognition

Events in this v
person putting wood Into the fire

log in fire

Add event...

J. Yuen, et al. 2009



Video: event and action recognition

VIRAT
KTH Weizmann HOHA 1 TRECVID This Work
# of Event Types 6 10 8 10 23
Avg. # of samples per class 100 9 ~85 3~1670 10~1500
Max. Resolution (w X h) 160 x 120 180 x 144 ~540 x 240 720 x 576 1920 x 1080
Human Height in Pixels 80~100 60~70 100~1200 20~200 20~180
Human to video height ratio 65~85% 42~50% 50~500% 4~36% 2~20%
# Scenes N/A N/A Many 5 17
Viewpoint Type Side Side Varying 5/ Varying Varying
Natural Background Clutter No No Yes Yes Yes
Incidental Objects/Activities No No Yes, Varying Yes Yes
End-to-end Activities No No Yes, Varying Yes Yes
Tight Bounding boxes Cropped Cropped No No Yes
Multiple annotations on movers No No No No Yes
Camera Motion No No Varying No Varying

100 hours 29 hours

Sangmin Oh, et al. 2011
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Excesses of the “Data Revolution”
Are we getting too obsessed with
evaluation?

The dictatorship of the PR curve over the pixels...
Hard to jump out of algorithmic local minima
Too much value for “winning” a challenge

Easy to overfit over time

There are all behavioral problems

Can be fixed with proper “Best Practices”



Are datasets measuring the right thing?

In Machine Learning:
Dataset is The World
In Recognition

Dataset is a representation of The World

ML solution: domain transfer

Vision question: Do datasets provide a good
representation?



Visual Data is Inherently Biased

Internet is a tremendous repository of visual
data (Flickr, YouTube, Picassa, etc)

But it's not random samples of visual world
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Google
StreetView

Knopp, Sivic, Pajdla, ECCV 2010
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Sampling Bias

* People like to take pictures on vacation




Photographer Bias

* People want their pictures to be recognizable
and/or interesting




Social Bias

Little Leaguer

The Graduate

Kids with Santa

Newlyweds

“100 Special Moments” by Jason Salavon



Our Question

How much does this bias affect standard
datasets used for object recognition”?



“Name That Dataset!” game
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Caltech 101
Caltech 256
MSRC

UIUC cars
Tiny Images
Corel
PASCAL 2007
LabelMe
COIL-100
ImageNet

15 Scenes
SUN’09



SVM plays “Name that dataset!”



SVM plays “Name that dataset!”

uiuc I8
LabelMe Spain 12 1-vs-all
PASCAL 2007 classifiers
MSRC Standard full-

SUNO09 image features

15 Scenes

Corel

39% performance
(chance is 8%)

Caltech101
Caltech256
Tiny
ImageNet

COIL-100

Tiny

O
=
)

LabelMe
PASCALO7
MSRC
SUNO09

15 Scenes
Corel
Caltech101
Caltech256
ImageNet



SVM plays “Name that dataset!”
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5 Color thumbnail
""""""""""" Gray thumbnail
0 ; — — — — (Chance
1 10 100 1000

Number of training examples per class



Dataset look-alikes

ImageNet pretending to be:

&3

Caltech 256 look-alikes from ImageNet
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Caltech 101 look-alikes fro SCAL 2007

. ol I”/""H
15 scenes look-a-likes from PASCAL 2007

MSRC look-alikes from PASCAL 2007



Datasets have different goals...

Some are object-centric (e.g. Caltech,
ImageNet)

Otherwise are scene-centric (e.g. LabelMe,
SUN’09)

What about playing “name that dataset” on
bounding boxes?



Similar results

PASCL cars

Performance: 61%
(chance: 20%)




Where do this bias comes from?



Some bias is in the world




the world

1S IN

Some bias




Some bias comes from the way the data is collected
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GO Ogle clock [ Search Images ][ Search the Web ] ,;—g_?;:::;ma = Seah

Moderate SafeSearch is on

Images Showing: | Allimage sizes |ﬂ Results 1 - 18 of about 38,300,000 for

Related searches: cartoon clock clock clipart alarm clock clock face
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clock character Wind-up alarm clocks have been Artistic Clock And Wall Clock ... mechanical clock Ifitis 3 o'clock and we add 5 ...
359 x 344 - 4k - gif 360 x 360 - 18k - jpg screensaver. 305 x 319 - 4k - gif
school discoveryeducation.com 346 x 510 - 22k - jpg www_global-b2b-network.com 640 x 480 - 53k - jpg www-math.cudenver.edu
electronics.howstuffworks.com davinciautomata.wordpress.com [ More from

www-math.cudenver.edu ]




Measuring Dataset Bias



Cross-Dataset Generalization

MSRC

Classifier trained on MSRC cars



Cross-dataset Performance

Tablke 1. Cross-dataset generalization. Object detection and classification performance (AP) for “car” and “person” when training on one
dataset (rows) and testing on another (columns), i.e. each row is: training on one dataset and testing on all the others. “Self” refers to
training and testing on the same dataset (same as diagonal), and “Mean Others™ refers to averaging performance on all except self.

task | o Teston: | GiNO9  LabelMe PASCAL ImageNet Caltech10l MSRC | Seif Mean | Percent
rain on: = others drop
SUNO9 28.2 20.5 16.3 14.6 169 210 | 282 198 30%
LabelMe 147 34.0 16.7 22,9 43.6 245 | 340 245 28%
= | PASCAL 10.1 25.5 35.2 439 442 394 [352 326 7%
S | ImageNet 11.4 29.6 36.0 57.4 523 427 [ 574 344 | 40%
. & | Caltech101 75 311 19.5 331 96.9 21 |99 267 | 73%
3% | MSRC 9.3 27.0 24.9 32,6 40.3 684 | 684 268 | 61%
=% ["Mean others 06 785 727 704 104 W1 [ 534 275 8%
SUNO9 69.8 50.7 122 2.6 547 690.4 | 698 519 [ 26%
LabelMe 61.8 67.6 40.8 38.5 53.4 67.0 | 676 523 23%
_ | pascaL 55.8 55.2 62.1 56.8 542 748 | 621 594 4%
= | ImageNet 439 318 46.9 60.7 59.3 67.8 | 60.7 499 18%
« 2 | Caltech101 20.2 18.8 11.0 31.4 100 203 | 100 222 | 78%
3 | MSRC 28.6 17.1 323 21.5 67.7 743 | 743 334 550
Mean others 2.0 347 346 8.2 57.0 61.7 | 724 448 8%
SUNO9 16.1 1.8 14.0 7.9 6.8 235 | 161 128 20%
LabelMe 11.0 26.6 7.5 6.3 8.4 243 | 266 115 57%
= | PASCAL 11.9 11.1 20.7 13.6 48.3 505 | 207 271 | 31%
: 5 | ImageNet 8.9 1.1 11.8 20.7 76.7 61.0 [ 207 339 | -63%
$ & | Caltech101 7.6 11.8 17.3 225 90,6 658 996 250 | 75%
S 5 [ MSRC 9.4 15.5 15.3 15.3 93.4 784 | 784 298 62%
:" % ["Mean others 0.8 123 13.2 13.1 367 350 | 437 234 | 47%
SUNO9 69.6 36.8 37.9 5.7 521 727 | 69.6 530 | 24%
LabelMe 58.9 66.6 38.4 43.1 57.9 689 | 666 534 | 20%
PASCAL 56.0 55.6 56.3 55.6 56.8 748 | 563 598 6%
= § | ImageNet 48.8 39.0 40.1 59.6 53.2 707 | 596 504 15%
£ 3 | Caltech101 24.6 18.1 12.4 26.6 100 3,6 | 100 227 | 77%
=% | MSRC 33.8 18.2 30.9 20.8 69.5 747 | 747 346 | 54%
Mean others 114 375 31.0 384 57.0 637 | 71.1_ 456 | 36%
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Figure 6. Cross-dataset generalization for “car” detection as func-
tion of training data



Dataset Value

Table 3. “Market Value™ for a “car” sample across datasets

SUNO9 market | LabeIMe market | PASCAL market | ImageNet market | Caltech101 market
1 SUNO9 is worth 1 SUNO9 0.91 LabelMe 0.72 pascal 0.41 ImageNet 0 Caltech
1 LabelMe is worth 0.41 SUNO9 I LabelMe 0.26 pascal 0.31 ImageNet 0 Caltech
| pascal is worth 0.29 SUNO9 0.50 LabelMe 1 pascal 0.88 ImageNet 0 Caltech
1 ImageNet is worth 0.17 SUNO9 0.24 LabelMe 0.40 pascal 1 ImageNet 0 Caltech
1 Caltech101 is worth 0.18 SUNO9 0.23 LabelMe 0 pascal 0.28 ImageNet 1 Caltech
Basket of Currencies 0.41 SUNO9 0.58 LabelMe 0.48 pascal 0.58 ImageNet 0.20 Caltech
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Negative Set Bias

Table 2. Measuring Negative Set Bias.

task T PositiveSet | gNG9  LabelMe PASCAL ImageNet Caltech10l MSRC | Mean
Negative Set: | -
wear” | N T 676 62.4 56.3 60.5 97.7 745 [ 700
dereetion | 1! 53.8 51.3 47.1 65.2 97.7 70.0 | 64.1
percent drop 20% 18% 16% -8% 0% 6% 8%
| self 67.4 68.6 53.8 60.4 100 767 | 71.1
di;erjt(;gn all 52.2 58.0 42.6 63.4 100 715 | 64.6
percent drop 22% 15% 21% -5% 0% 7% 0%

Not all the bias comes from the appearance of the objects we care about




Overall...

Caltech, MSRC — bad
PASCAL, ImageNet -- better



Causes for Pessimism

* Our best-performing techniques just don'’t
work in the real world

— E.g. try a person detector on Hollywood film

* The classifiers are inherently designed to

overfit to type of data it's trained on.
4 &
E

— we just don’t have enou tledato present
this...



Causes for Optimism

We are getting better. The new datasets are
better than the old ones.

Large dataset trend will alleviate this trend.



Summary

Until now datasets are used to evaluate
algorithms, but nobody has dared to evaluate
them. Let's evaluate datasets.



Four Stages of Dataset Grief

HAT BIAS? \
T AM SURE
} THAT MY
MSRC
CLASSIFIER

WILL WORK
N ANY DATAY

1. Denial

/0F COURSE THERE \~%'
IS BIAS! THAT'S
WHY YOU MUST
ALWAYS TRAIN

AND TEST ON THE
KSAME DATASET.

2. Machine Learning

RECOGNITION IS N
HOPELESS., IT WILL
NEVER WORK. WE

® WILL JUST KEEP
OVERFITTING TO
THE NEXT DATASET..)
3. Despair
/

BIAS IS HERE TO ¢
STAY, SO WE MUST
BE VIGILANT THAT
OUR ALGORITHMS
DON'T GET
KDISTRA CTED BY IT.

4. Acceptance



