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Abstract Numerous CEM systems are being proposed and de-

Many cooperative overlay multicast systems of diverseployed by research, industry and open source communi-
designs have been implemented and deployed. In this paies. The systems cover a range of designs, using single
per, we explore a new architecture for overlay multicast:tree-, multi-tree- or mesh-based data dissemination ap-
we factor out the control plane into a separate overlayproaches and various overlay maintenance algorithms.
that provides a single primitive: a configurable anycast Common to all CEM systems is the problem of select-
for peer selection. This separation of control and datang overlay neighbors for data dissemination. We will
overlays has several advantages. Data overlays can lgow that the policies and mechanism used to make this
optimized for efficient content delivery, while the con- selection significantly affect the performance of CEM
trol overlay can be optimized for flexible and efficient systems. An ideal peer selection mechanism can support
peer selection. Several data channels can share a contrigdphisticated selection policies, enabling high-quality
plane for fast switching among content channels, whichdata paths and good load balance, while accommodating
is particularly important for IPTV. And, the control over- participants with heterogeneous capabilities. An efficien
lay can be reused in multicast systems with different datgeer selection mechanism can scale to large groups and
plane organizations. large numbers of groups. Lastly, a responsive mechanism

We designed and evaluated a decentralized contrahllows the system to more rapidly respond to failures and
overlay for endsystem multicast. The overlay proac-node departures, and it allows nodes to quickly join and
tively aggregates system state and implements a poweswitch content channels. Fast channel switching, in par-
ful anycast primitive for peer selection. We demonstrateticular, is critical to emerging IPTV applications [23].
that SAAR's efficiency in locating peers reduces channel \we show that peer selection for CEM systems can be
switching time, improves the quality of content delivery, performed using aanycastprimitive, which takes as ar-
and reduces overhead, even under dynamic conditionguments a constraint and an objective function. Among
and at scale. An experimental evaluation demonstrateghe participating nodes that satisfy the constraint, the
that the system can efficiently support single-tree, multi-primitive selects one that maximizes the objective func-

tree and block-based multicast systems. tion. Such an anycast primitive offers a single, unified
mechanism for implementing diverse data plane policies.
1 Introduction Consider the following example of a simple data dis-

semination tree. Each nodeneeds to select a parent.
Cooperative endsystem multicast (CEM) has become afhe constraint would require that a prospective parent
important paradigm for content distribution in the Inter- is not a descendant af and has spare forwarding ca-
net[11, 36, 8, 2, 30, 47, 27, 7, 50]. In CEM, participating pacity. Among the eligible nodes, the objective function
endsystems form an overlay network and cooperativelynight minimize the loss rate or the distance of the parent
disseminate content. As a result, the resource cost dfom the root. Much more complex data plane structures
disseminating content is shared among the participant&an be expressed in this way, e.g., multiple interior-node-
Unlike server-based approaches, the content source nedisjoint trees as in SplitStream [7].
not provide bandwidth and server resources proportional We have designed and evalua®8AR acontrol over-
to the number of receivers; unlike IP multicast [14], no lay for CEM systems. SAAR provides a powerful any-
network layer support is required; and unlike commer-cast primitive for selecting peers in one or more separate
cial content-distribution networks [1], no contract with a data dissemination overlays. SAAR provides several key
provider is needed. benefits:



e SAAR separates control and data dissemination intaCoolStreaming [50] and Chainsaw [31], the streaming
different overlay networksAs such, it avoids a tradeoff content is divided into fixed-size blocks and group mem-
between data and control efficiency. We show that thebers form a mesh structure. Mesh neighbors exchange
benefits of this separation outweigh the costs of maintainblock availability information and swap missing blocks.
ing a separate control overlay. First, the SAAR controlNext, we discuss existing CEM systems from the per-
overlay is optimized for efficient peer selection. When spective of the type of overlay network they utilize.

compared to current CEM systems, SAAR can 0catengrctured overlay CEM systems construct an over-
more appropriate peers, and can do so faster. Rapi y network that is optimized primarily for data dissem-

peer selection results in faster channel join and switch;5ion. Overlay neighbors are chosen to maximize the

ing times; more appropriate peer selection improves datg 5jity of the content delivery (i.e., minimize packet
paths and delivery quality. Second, the data overlay is nofoss, delay and jitter), to balance the forwarding load
constrameq b_y a control overlay §tructure, qnd can th,ereémong the overlay members, and to accommodate mem-
fore be optimized soIe'Iy for efﬁugnt Fiata d|§sem|nat|on bers with different amounts of network resources. Typ-
and load balance, subject to application policy. ically, a separate overlay is constructed for each content
¢ SAAR can support different data plane structuieg.  instance, consisting of the set of nodes currently inter-
tree, multi-tree, mesh-based). Specific structures can bested in that content. The control plane is then imple-
achieved by defining appropriate constraints and objecmented within the resulting overlay. Although these sys-
tive functions for anycast. Thus, SAAR separates thgems enable efficient data dissemination, the overlay is
common control mechanism from the specific polices fornot optimized for efficient control.

maintaining a data overlay. As a reusable control overlay, Overcast [25], Host Multicast [49] and End System
SAAR simplifies the design of CEM systems. Multicast (ESM) [10] form a single dissemination tree.

: In the former two systems, nodes locate a good parent
* Asingle SAAR overlay can be shared among many dat%y traversing the treye, starting from the root.gThesg pro-

overlay 'nStanCE.lSSAAR allows nodes to remain in the tocols do not scale to large groups, since each member
control overlay independent of their data channel mem-

bership. Control overlay sharing allows nodes to quickl must independently explore the tree to discover a par-
DErsip. Y ST 9¢ d yent, and the root is involved in all membership changes.
join a channel and to rapidly switch between channels

C N : ESM uses a gossip protocol to distribute membership in-
whichis critical for applications like IPTV [23]. formation among the group members. Each node learns a

The implementation of SAAR is layered on a struc- random sample of the membership and performs further
tured overlay network [39, 8]. For each data overlay in-probing to identify a good parent. The protocol is ro-
stance, a tree is embedded in this structured control ovebust to node departures/failure but does not scale to large
lay that connects the members of that data overlay. Statgroup sizes, where the membership information available
information for members of a data channel is aggregatedb a given node tends to be increasingly partial and stale.
and disseminated within the corresponding tree. An any- Chunkyspread [44] uses a multi-tree data plane em-
cast traverses the tree to locate peers for the data overlayedded in an unstructured overlay, using a randomized
subject to the constraint and objective function. The ag{protocol to select neighbors. The selection considers the
gregated state information is used to guide the search. heterogeneous bandwidth resources of nodes and assigns

The rest of this paper is organized as follows. Sec-them an appropriate node degree in the overlay.
tion 2 briefly reviews existing CEM systems and other Bullet [27], CoolStreaming [50] and Chainsaw [31]
related work. Section 3 presents our proposed archiuse block-based data dissemination in an unstructured
tecture and the design of SAAR. Section 4 describesnesh overlay. Bullet has separate control and data
how different data plane organizations can be built usingplanes. The control plane is not shared among multiple
SAAR. Section 5 presents an experimental evaluation oflata channels and it was not designed to support different
our SAAR prototype. We conclude in Section 6. data plane organizations.

Structured overlay CEM systems use a structured over-
2 Background and related wor k lay network [39, 35, 42, 38]. The key-based routing
primitive [13] provided by these overlays enables scal-
In this section, we consider existing CEM systems andable and efficient neighbor discovery.
other related work. The data planes of CEM systems can In general, data is disseminated over existing overlay
be classified as either path-based (single tree and mulinks. This constraint tends to make it more difficult to
tiple tree) or block-based. Path-based systems maintaioptimize data dissemination and to accommodate nodes
one or more loop free paths from the content source tavith different bandwidth resources [3]. Group member-
each member of a group. ESM [10], Overcast [25] andship changes, on the other hand, are very efficient and
NICE [2] form a single tree, while SplitStream [7] and the systems are scalable to very large groups and large
Chunkyspread [44] form multiple trees. In Bullet [27], numbers of groups in the same overlay.



Scribe [8], Subscriber/\Volunteer(SV) trees [15] and pages and redirects client requests to nearby peers that
SplitStream [7] are examples of CEM systems based otmave the desired content cached.
structured overlays. Scribe embeds group spanning trees SDIMS [48] (influenced by Astrolabe [37]) aggregates
inthe overlay. The trees are then used to anycast or multinformation in large scale networked systems and sup-
cast within the group. Due to the overlay structure, someports queries over the aggregated state of a set of nodes.
nodes may be required to forward content that is not ofinternally, SDIMS relies on aggregation trees embedded
interest to them. SV trees are similar to Scribe, but enin a structured overlay to achieve scalability with respect
sure that only interested nodes forward content. to both the number of nodes and attributes. SAAR im-

SplitStream uses multiple interior-node-disjoint dis- plements a subset of of SDIMS's functionality, which is
semination trees that each carry a slice of the contenspecialized for the needs of a CEM control plane.
Compared to single-tree systems, it better balances the ChunkCast [12] provides a shared control overlay, in
forwarding load among nodes and reduces the impact ovhich itembeds index trees for objects stored in the over-
node failures. SplitStream has an anycast primitive to loday. An anycast primitive discovers a nearby node that
cate parents with spare capacity in the desired trees wheiplds a desired object. ChunkCast is intended for block
none can be found using Scribe. In SplitStream, howeverdissemination in a swarming file distribution system, and
this primitive is used only as a last resort, since it may addot for streaming multicast. Its anycast primitive is spe-
non-overlay edges and may sacrifice the interior-nodecialized for this purpose, and not for peer selection in a
disjointedness of the trees. CEM system.

NICE [2] is not based on a structured overlay as we de- Pietzuch et al. [33] obsgrve that structured ovgrlays do
fined it. Nevertheless, it shares the properties of efficienflot Produce a good candidate node set for service place-
control but constrained data dissemination paths. Node1€nt in Stream-based overlay networks (SBONSs). This

dynamically organize into a hierarchy, which is then useds closely related to our observgtion that structured over-
to distribute the data. lay CEM systems have constrained and sub-optimal data

distribution paths.

Other related work: Anycast was first proposed in RFC ~ OPUs  [5] provides a common platform for hosting
1546 [32]. GIA [26] is an architecture for scalable, multlple qverlay-based d|§tr|buted applications. Itslgoa
global IP anycast. Both approaches share the drawbacig {0 mediate access to wide-area resources among mul-
of network-layer group communication. That is, they tiPle competing applications, in a manner that satisfies
require buy-in from a large fraction of Internet service each application’s performange and reliability demands.
providers to be effective at global scale, and they cannoPAAR, on the other hand, provides a control overlay and
easily consider application-specific metrics in the serve@n anycast peer selection service for a specific applica-
selection. Application-layer anycasting [4] defines any-ton, CEM. Thus, Opus and SAAR address largely com-
cast as an overlay service. plementary problems.

Anycast within a structured overlay network has been
used in several systems for decentralized server sele@ Desgi gn of SAAR
tion [9, 24, 41, 17]. Scribe [9] and DOLR [24] de-
liver anycast requests to nearby group members. UnlikgVe begin with an overview of the SAAR control plane
SAAR, they provide only a coarse-grained overload pro-and describe its design in detail. Figure 1 depicts the
tection mechanism by requiring overloaded group mem-SAAR architecture.
bers to leave the group temporarii.[41] provides fine- Our architecture for CEM systems separates the con-
grained load balancing of anycast requests among thgol and data planes into distinct overlay networks. There
group members, but is not designed for efficient serveare no constraints on the structure of the data plane: it
selection based on multiple metrics like load, locationcan be optimized for efficient data dissemination, can ac-
and server state. Server selection in Oasis [17] is primarcommodate heterogeneity and includes only nodes that
ily optimized for locality, but also incorporates liveness are interested in the content. The control overlay can be
and load. Oasis does not optimize the anycast based athared among many data plane instances, each dissemi-
proactive aggregation of state information. Unlike thesenating a different content type or channel.
systems, SAAR provides general and efficient anycast SAAR uses a decentralized control plane based on a
for peer selection in CEM systems. structured overlay network. Its anycast primitive sup-

Several systems use structured overlays for efficienports efficient and flexible selection of data dissemination
request redirection [16, 46, 12]. CoDeeN [46], a coop-peers. The SAAR overlay performs efficient, proactive
erative CDN, distributes client requests to an appropriatestate dissemination and aggregation. This aggregate state
server based on factors like server load, network proximis used to increase the efficiency of the anycast primitive.
ity and cache locality. Coral [16] is a peer-to-peer web- All nodes that run a particular CEM system partici-
content distribution network that indexes cached webpate in the SAAR control overlay, regardless of which



of a state variable are periodically propagated upwards
towards the root of the group spanning tree, with fre-

/O O Data overlay 1 member quency at mostfup. (The propagation is suppres§ed i'f
E— ] O Data overlay 2 member the value of a variable has not changed). At each interior
\O [] Other member node, the values received from each child are aggregated
“\ -~ Control tree - data overlay 1 using the operatoA. The aggregated value at the root
.. — Control tree - data overlay 2 of the spanning tree is propagated down the tree with fre-
O Rn Control root (data overlay n) quency at mosfyonn State variables for which no aggre-
gation operator is defined are propagated only one level
Shared control overlay (SAAR) up from the leaf nodes.

The aggregated value gf(using aggregation operator
A) at an intermediate node in the spanning tree is denoted
by g*. For example, the value ¢} at the root of the
spanning tree would denote the total forwarding capacity
of the group members.

Anycast primitive: SAAR provides aranycastopera-
tion that takes as argumentgeoup identifier G acon-

Figure 1: SAAR architecture: Each node is a members'tramt R anobjective function rand atraversal thresh-

of the control overlay and may be part of one or moreOld t s ”
. The primitive “inspects” group members whose state
data overlays. The members of a given data overlay are_ . .
variables satisfyp and returns the member whose state

part of a tree embedded in the control overlay. NOdesmaximizes the objective functiom among the consid-

use :E)e SAAR anycast primitive to locate data overlayered members. To bound the anycast overhead, at most
neighbors. t nodes are visited during the tree traversal. Note that a

search typically considers many more nodes than it vis-

content they are currently receiving. This enables rapid'S: due t?\ thf‘_':' propag'guon dOf sctjatehvar|apltef§ in ;lhe tre((ja.
switching between content channels. Even nodes that dgt:L't & first considered node that satisties the pred-

not currently receive any content may choose to remaifcate Is seIepted. i )
in the control overlay. In this “standby” mode, a node The predicatep over the group’s state variables spec-

has low overhead and can join a data overlay with very{i€S @ constraint on the neighbor selection. Typically,
low delay. As a result, membership in the control over-the constraint is chosen to achieve the desired struc-
lay is expected to be more stable and longer-term thafre of the data overlay. A simple example predicate

the membership in any data overlay. Additionally, the P = (Jioad < Gcap) Would be used to locate a node with

sharing of state information across data overlays can re3Pare forwarding capacity. o
The anycast selects, among the set of nodes it inspects

duce overhead, e.g., when a node is in more than one data ‘ X =k
overlay because it receives several content channels. and that satisfyp, a node whose state variables maximize
the objective functiorm. m is an expression over the

Group abstraction: The key abstraction provided by group’s state variables and evaluates to a numeric value.
SAAR is agroup A group represents a set of nodes thatFor example, using the state varialento denote the
are members of one data overlay. The group’s controtree depth of a member in a single-tree data plane, the
state is managed via a spanning tree that is embedded objective functiorm= 1/gqgepthwould select a node with
the control overlay and rooted at a random member of theninimum depth in the tree, among the considered nodes
control overlay. Due to the SAAR overlay structure, the that satisfy the predicate= (gioad < Gcap)-
spanning tree may contain interior nodes that are not part The anycast primitive performs a depth-first search of
of the group. The group members may choose to fornthe group spanning tree, starting at the requester node.
any data overlay structure for data dissemination. It uses a number of optimizations. If the aggregated
A set of state variablesis associated with a group. state variables of a group subtree indicate that no mem-
Each group member holds an instance of each state varber exists in the subtree that is both eligible (i.e., safisfi
able. Typical examples of state variables are a node’s forthe constraint) and superior (i.e., achieves a better value
warding capacity, current load, streaming loss rate, treeef the objective function than the current best member),
depth in a single-tree data plane, etc. then the entire subtree is pruned from the search. Sim-
SAAR can aggregate state variables in the spanningarly, if the aggregated state variables of the entire tree
tree. Each state variabtpis associated with anpdate  (propagated downward from the root) indicate that no el-
propagation frequency,$, adownward propagation fre- igible and superior member exists in the tree, then the
guency fown and anaggregation operator AThe values anycast terminates immediately.

Data overlay 1 (single tree) Data overlay 2 (mesh)



create(G, set of gy, Ay, Iy, fiown): | Creates a group with its group variables, their aggregatjmrators and propagation frequencigs.
join(G) This function is called by a node that wishes to join the grGup
anycast(G, p, m, t) This function is called by a node to select a member of themf@Lp is the constraint,

mis the objective functiort, is the maximal number of nodes visited.
update(G, set ofgy) Called by a node to update the group with the current valudés efate variables.
groupAggregateRequest(G, gy) Returns the value of the aggregated state varigpl the root of the spanning tree.
leave(G) Called by a node that wishes to leave the group G.

Table 1: SAAR API

(® Node with value b a given constraint. There are six members that satisfy
O Node failing predicate the constraint. Given an anycast request issued at the
(] Non-group member . leftmost interior node in the spanning tree, the anycast
traverses the tree in a DFS, pruning subtrees that contain
no eligible members with a value of the variable that ex-

; ' ceeds that of the current best known member. In the ex-
------- ‘ ' ample shown, the anycast stops after visiting five nodes,
and yields the rightmost leaf node with the value 3. Had
the anycast been invoked with a valuetef 5, then the
anycast would have stopped after visitingiodes, and
yielded the leftmost leaf node with value 2.

Figure 2: Anycast traversal example: Given an anycaséA . .
; N . AR API: The SAAR API contains functions to cre-
request issued at the leftmost interior node in the group. join and depart groups, to locate a neighbor, retrieve

spanning tree, the anycast traverses the tree in a dEptﬁFe—computed aggregated group state, and to update the

first search. The search only visits subtrees with mem- . , :
bers that satisfy th dicat d wh | ontrol plane with a member’s group variables. The op-
ers that satisfy the predicate and whose value excee Sations are listed in Table 1.

that of the current best known member.

=x Aggregated value x

. o .31 Implementation
Since the SAAR overlay construction is proximity-

based, the group members are inspected roughly in orddrhe implementation of SAAR uses Scribe [8, 9] to rep-
of increasing delay from the requester nod@herefore, resent groups and to implement the anycast primitive.
the result is chosen from the nodes with least delay, to Scribe is a group communication system built upon a
among the nodes that satisfy the constraint. This bias castructured overlay network. Each group is represented by
be removed by starting the anycast traversal instead fror@ tree consisting of the overlay routes from group mem-
a random member of the SAAR control overay bers to the node responsible for the group’s identifier.
There is an inherent trade-off between accuracy and Due to proximity neighbor selection (PNS) in the un-
scalability in the distributed selection of overlay neigh- derlying Pastry overlay [6, 21], the spanning trees are
bors. Accuracy is maximized when decisions are base@roximity-based, i.e., nodes within a subtree tend to be
on complete and current information. To maximize ac-close in the underlying Internet. An anycast primitive
curacy, either (1) all nodes maintain current informa-walks the tree in depth-first order, starting from a node
tion about many nodes in the system, or (2) an anycaghat is close to the anycast requester until an appropriate
visits many nodes in the system for each peer selecnode is found [9].
tion. Neither approach is scalable. SAAR mitigates this Scribe does not have group variables and does not ag-
tension by propagating aggregated state and by limiting@regate or propagate state in a group tree. Scribe’s any-
the scope of anycast tree traversals based on this stateast primitive does not take a constraint or objective func-
Also, in SAAR, accuracy and overhead can be controlledion. Our implementation adds support for these facili-
by bounding the anycast overhead (threshplcind by  ties.
changing the propagation frequencies of the state vari- Nodes in a SAAR group tree aggregate and propa-
ables. gate state variables up and down the tree, similar to
, SDIMS [48]. To reduce message costs, update mes-
Example anycast traversal: Figure 2 shows an exam- ga4eq are propagated periodically, they are combined on
ple group spanning tree. A new node wants 1o join the, given gverlay link across state variables and across
data qverlay and seek_s a parent that maximizes the V‘?"“&roup trees, they are piggy-backed onto other control
of an integer state variable among the nodes that satisfy ¢~ \when possible, and they are multicast down the

Here, we route the anycast message to the node responsilae fo ree. During an anycast, a DFS traversal of the group tree
randomly drawn key in the underlying structured overlaynmek. prunes entire subtrees based on the aggregated state of




the subtree. In addition, we implemented the following e State Variables: g, = D is the maximum number of
optimizations: children a node can suppotpag is the current number
] ] ) of children,gpah is @ list of node identifiers on the node’s
Using network coordinates. SAAR employs virtual path to the rootggeptnis the length of the node’s path to
network coordinates to guide the depth-first search inq r00t Giossis the streaming loss rate, aggh is the path

the group trees. We used NPS [29] with a 5-D coordi-gg|ay from the root. No aggregation operator is defined
nate system in our implementation. Specifically, networkg, Jpath.

coordinates are used to visit an interior node’s children

in order of increasing distance to the anycast requestep. Constraint: A requesting node selects a prospective
Moreover, node coordinates can be exported as state vafparent that has free capacity, will not cause a loop and has
ables; thus, they can be used to guide the selection ¢t |0ss rate less than a threshbldusing the predicate:
nodes based on their location. (Gioad < Geap) A (I ¢ Opath) A (Jioss < L)

Multiple spanning trees. To increase the robustness Alternatively, the term(gioss < rioss) can be used to
to churn in the control overlay, SAAR maintains mul- select a parent that has lower loss than the requester.

tiple interior-node-disjoint spanning trees connectimg t ¢ Objective Function: The objective function is either
members of each group. Thus, the failure or departurq/ngélF\)lthor 1/g'£)/IdIN, which minimizes depth and path de-
of a node may cause a subtree disconnection and sulpay, respectively, as motivated by the findings in [40].
sequent repair in at most one tree. By starting multiple The source of a multicast event creates a new group
traversals in different trees in parallel, anycast openati  ang then joins it. An interested node calls the anycast
can be served in a timely fashion even while one of themethod to locate a parent. Once it receives data, it joins
spanning trees is being repaired. Interior-node-disjointpe group, allowing the control plane to select it as a po-
trees are constructed in Scribe simply by choosing grougential parent. The node uses the update method to in-
ids that do not share a prefix, as in SplitStream [7]. form the control plane of the current values of its state
Our SAAR prototype was implemented based on theyariables. To leave, a node disconnects from its parent
FreePastry implementation of Scribe [18]. Implement-and leaves the group. When a node fails or leaves, its

ing SAAR added 4200 lines of code. Implementing achildren select a new parent using the anycast method.
single-tree, multi-tree, and block-based CEM based on

SAAR, as described in the following section, added an-Periodic data plane optimization: When a node joins
other 1864, 2756 and 3299 lines of code, respectively. or recovers from a disconnect, it uses a traversal thresh-
oldt = 1 to find an eligible parent as quickly as possible.

The system gradually improves the tree’s quality by
periodically (e.g. every 30 seconds) anycasting with a

. ) ) traversal threshold of = 2log N, whereN is the ap-
This section describes how the SAAR control OVe”ayproximate size of the group ards the arity of the con-

can be used to construct CEMs with single-tree, multiple+,| tree.
tree, and block-based data overlays.

4 Usingthe SAAR Control Overlay

It can be shown that this anycast considers
—1+VI¥8t

at leastn = k=% nodes. Assuming that the eligible
nodes are uniformly distributed in the control tree, the
4.1 Single-Tree Multicast probability is greater thafil — (f/100)") that we find a
peer in thefth percentile of eligible nodes, sorted by de-
To implement a single-tree multicast protocol using creasing value of the objective function. Thus, a value
SAAR, each data overlay instance is associated with @f t = 2log, N ensures that a “good” node is found with
SAAR group. Data overlay neighbors are selected suclhigh probability. With a system size of at least 1024 and a
that (i) the neighbor has spare forwarding capacity anctontrol tree arity ok = 16, for instance, we locate a peer
(i) adding the neighbor does not create a loop in the datan the 90% percentile of eligible nodes with three-nines
path. In addition, the control plane should preferentially probability.
select neighbors that (i) experience low loss, (ii) are near
the requester and (iii) have low depth in the tree. Thesd’reemption: If a noder with a forwarding capacity
requirements can be expressed via the constraint and thiesp > 0 is disconnected and cannot locate a new par-
objective function arguments to a SAAR anycast. As-ent,r uses an anycast to locate a parent that has a child
suming the data stream has r&®@.;eam and a node’s with no forwarding capacity. (Such a child must exist,
forwarding bandwidth i8W,q4e We define the forward- else there would be leaf nodes with spare capacity). This
ing capacity of a node d = BWoqe/ BWstream is done using boolean group varialgg, which is true
The group associated with our single-tree data planavhen a node has a zero-degree child. The anycast takes
uses the following state variables, constraint and objecthe modified predicate:

tive function: (9zdcV (Qload < Gcap)) A (r & Gpath) A (Jioss < L)




Once such a parent is located, the node preempts thmatch the needs of the application coding scheme. To
zero-degree child, attaches to the selected parent arathieve good load balance in SplitStream, on the other
adopts the preempted node as its child. hand, the number of stripes must correspond to the

routing base in SplitStream’s underlying Pastry overlay,

which is a power of 2. The flexible choice kf and the
flexible primary stripe selection, are two examples where
t. the power of SAAR'’s anycast primitive makes it possible

Stream [7] using SAAR. SplitStream was designed tol0 relax constraints on the data plane construction in the

more evenly balance the forwarding load and to reducéiginal SplitStream implementation.

the impact of node and network failures, relative to a The constraint and objective function used to locate

single-tree CEM. The content is striped and disseminate@r€nts now apply on a per stripe basis. For example, to

usingk separate, interior-node-disjoint distribution trees, |0cate a parent in stripg the corresponding predicate is

where each stripe hag/kth of the stream bandwidth.  (Jioad[S] < Geap[S)) A (1 # Gpatn[s]) A (Gioss[s] < L).

The constraint, objective function and state variables are

the same as in the single-tree CEM. However, there i} 3 B|ock-Based Multicast

an instance of each variable per stripe. We use a single

SAAR group per multi-tree data overlay, with the fol- In block-based CEMs [50, 31], a random mesh connects

lowing state variablesgeoordi], Geapli], Gioad[i], Gparnli],  the members of the data overlay, and a swarming tech-

iosdli], Gaeptri], Gpali], i € [0,k —1]. nique is employed to exchange blocks amongst the mesh
A node forwards data (i.e., accepts children) only inneighbors. o .

its primary stripe ps This construction ensures interior- ~ We use SAAR to select and maintain mesh neighbors,

node-disjoint stripe trees: a node is an interior node irfather than the commonly used random walk [45] or gos-

at most one stripe tree and a leaf in all other stripe trees?iping [19] techniques. In Section 5.4, we will briefly

Thus, a node with forwarding capacBy(defined in Sec-  describe the swarming algorithm (based on existing lit-

tion 4.1) has erature) we have implemented in our block-based proto-
Jeap[Ps = D+ k andgeapli] = 0,Vi # ps type.

In SplitStream, the primary stripe selection is fixed by Mesh Neighbor Selection: A membem with forwarding
a node’s identifier to allow the efficient construction of capacityD (defined in Section 4.1) maintains betwédn
interior-node-disjoint stripe trees. This can lead to a re{e.g., 4 as in Coolstreaming [50]) aiix D neighbors.
source imbalance when the node forwarding capacitie$n steady state, a node expects to receild df the to-
are heterogeneous. In the SAAR-based implementatiortal stream bandwidth from a particular neighbor; thus the
nodes can choose their primary stripe so as to balance thminimum number of neighbors M. Nodes use SAAR
available forwarding capacity in each stripe. To do this,anycast to maintaiiM neighbors of good quality and ac-
a joining node selects as its primary the stripe with thecept up toD * M neighbors.

4.2 Multi-Tree Multicast

Next, we built a multi-tree CEM system similar to Spli

least total forwarding capacity at that tifaéA node uses To ensure that the mesh construction has sufficient

the aggregated value of the state varialgles; andgcap ~ path diversity, we anycast with= | but start from a

and choosepsto be thei that minimizes random group member, so that the selected node is not
(Feapli]>*M— Gioad[i]>*M). necessarily near the requester. In addition, each node pe-

riodically locates fresh neighbors, even if it Hdsneigh-

bors of good quality. We have observed that without this

stripe to be momentarily left with no forwarding capac- periodic update, nodes that joined early tend to have their
neighbor capacity exhausted and thus they lack links to

ity, until another node joins. As in SplitStream, a num- e 2 )
ber of tree transformations are possible in this case [7]N°d€s that joined much later, resulting in a low path di-
versity and high depth.

which can be easily expressed in SAAR. As a last re- , .
sort, a child relaxes the predicate to select a parent with A SAAR group associated with a block-based data
forwarding capacity in a different stripe, at the expensep|a“e uses the fo!Iow'mg state variables and constraint
of interior-node-disjointedness. The system behaves likéN© Objective function is used):
SplitStream in this respect, except that flexible primarye State Variables: g is the maximum number of neigh-
stripe selection significantly reduces the likelihood of bors O x M), giead IS the current number of neighbors,
stripe resource exhaustion. OiossiS the loss rate.

Moreover, the SAAR-based implementation can sup-e Constraint: The predicate is
port any numberk of stripes, allowing the choice 10 (g4 < geap) A (Goss< L)

Even with this adaptive choice of a primary stripe,
it is still possible that the departure of a node causes

2Note that with a coding scheme like MDC [20], the stripes are ~ NOte that the_|00p'freed0m constraint needed in tree-
equivalent from the perspective of the application. based systems is not present.



Channel Join Delay| The delay from the instant a node joins a multicast event ilméceives 90% of the stream rate.
Tree Depth The depth of a node in the dissemination tree.

Continuity Index The fraction of the unique data packets streamed during @siatembership that were received by the nogle.
Datastream Gap The time during which a node fails to receive data due to tipadere of a node in the data plane.
Node Stress Total number of control messages (not data messages) skre@ived per second, per node.

Table 2: Evaluation metrics.

5 Experimental Evaluation ity of the data streams. Since the streaming rate is identi-
cal in all systems and we are primarily interested in con-
We begin with a description of the experimental setup.trol overhead, we exclude data packets when measuring
With the exception of the Planetlab [34] experiments inmessage overheads. We evaluate the performance of the
Section 5.5, we use Modelnet [43] to emulate wide-areavarious systems using the metrics described in Table 2.
delay and bandwidth in a cluster of PCs connected by In all experiments, a single SAAR control overlay is
Gigabit Ethernet, each with a 2.6 Ghz CPU and 4 GBused that includes all participating nodes, irrespective o
of main memory. We chose Modelnet because it allowsheir data overlay membership. We use a single span-
a meaningful comparison of various systems and protoning tree per SAAR group in scenarios without control
cols, as we can deterministically reproduce the networloverlay churn, and two trees per group otherwise. All re-
conditions for each experiment. ported results are the averages of at least 2 runs. Error
Using up to 25 physical cluster nodes, we emulate &ars, where shown, indicate the minimal and maximal
network with 250 stubs. (The Modelnet core ran on ameasured values for each data point. In cases where no
separate cluster node.) The delays among the stubs weegror bars are shown in the plots, the deviation among the
randomly chosen from the King [22] data set of mea-runs was within 3%.
sured Internet delay data. Four client nodes are attached
to each stub network for a totgl of 1009 client nqdes. The5'1 Effectiveness of SAAR Anycast
client nodes are connected via 1 ms links to their respec-
tive stubs. Neither the access links nor the stub networlOur first set of experiments evaluate the performance
were the bottleneck in any of the experiments. Similarly,of SAAR’s anycast primitive. No data was streamed in
we ensured that the CPU was not saturated during theéhese experiments.
experiments on any of the cluster nodes.

We emulated overlays of 250—900 virtual nodes. TOLocahty-awareness: We evaluate the anycast primitive’s

emulate an overlay of size, we randomly selected ability to find peers with low delay. We run SAA.R with
clien nodes to pariciate i he overiy The fonrc-§ 2815/ NeSHxbr_ ana 2 espectuel Tosote
ing capacity (as defined in Section 4.1) of virtual nodes e evaluate SAAR with and without NPS coordinates

was limited via their node degrees. The node degrees a . X
heterogeneous and follow the measured distribution fro AAR'N.O'NPS)’ and compare its performance .agalnst
a centralized system where peers are chosen either ran-

ltgzdiriéplgfldkulchm etal. study of live streaming work- domly (CENTRAL-Random) or using NPS coordinates
i . (CENTRAL-NPS). CENTRAL-GIobal reflects the opti-

However, we use a minimum node degree of one in ;
mal greedy peer selection based on global knowledge.

the experiments to ensure that some forwarding capacity We use a 250 node overlay and 10 groups. Peers sub-

is always avallgble during raqdom node joins and depar_scribe to each group with a probability of 0.1, resulting in
tures. Also, we impose a maximum degree cap to achieve

a given mean Resource Index (RI), where mean Rl is th an expected group size of 25 peers. Figure 3 shows that

9 L SAAR's ability to select nearby peers comes close to that
ratio of the total supply of bandwidth to the total demandof a centralized solution that uses NPS coordinates. Us-
for bandwidth. Unless stated otherwise, we use degre '

€ . L X

caps of (MIN=1,MAX=6) to achieve a mean RI=1.75. g NPS in the tree traversal S|gn|f|cantly improves the

o ) . results, though even the result without NPS (correspond-

The degree distribution after enforcing the caps is as fol- . . T

) . ing to a plain Scribe anycast) is significantly better than

lows: approximately 76.85% of degree 1, 9.5 % of degreerandom eer selection

2, 0.34% each of degree 3, 4 and 5, and 12.4% of degree P ’
6. Unless stated otherwise, the multicast source had Boad awareness. Next, we evaluate SAAR’s ability to

degree of 5. quickly select peers with available bandwidth under con-

In the Modelnet experiments, we streamed data fronditions with a low Resource Index (RI), where there are

a single source node at a constant rate of 32 Kbps. Wéew nodes with spare bandwidth. Figure 4 compares

chose this low rate to reduce the load on the ModelneSAAR with a centralized peer selection service, while
emulation. This does not affect the results, since we arbuilding a single-tree data overlayNf= 350 nodes. The

interested in control efficiency and its impact on the qual-centralized peer selection service was placed on a node
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Figure 3: Locality awareness Figure 5: Tree depth optimization
! e i ialla Baalke The maxima were reached at the root node of the group
s 3 .
x,x"‘ tree in each case.
5 xx'x Tree depth optimization: The next experiment shows
S o i that SAAR anycast can optimize for metrics like tree
% 3 depth effectively. We compare the achieved tree depth
= with that of a centralized membership server. 250 nodes
2 7 join a channel over a period of 120 seconds. We set
3 the maximum tree traversal threshale- 4. During the
CENTRAL-NPS . traver;al, we use aggregated stqtg variables to prune ;ub—
SAAR RI=1.01 ---%:-- trees in which the depth of the minimum depth peer with
. | SAARRI=1,23 available capacity is greater than the best choice we have
500 1000 1500 2000  so far. Figure 5 shows that the tree depths resulting from
Anycast Response Time (ms) using SAAR anycast are almost as good as those ob-

tained with the centralized server. For comparison, we
also included the result for the case when SAAR is be-
ing used without an objective function to minimize tree
o : th. Moreover, the anycasts had low traversal over-
such that the average delay to the remaining nodes mthﬁiep ’ : .
g y g head. The 95th percentile and the maximum of the total

underlying 250-node stub network was minimized. . : .
W . 4 with RI=1.01. in which all nod message overhead during this experiment was less than 3
e experimented wit =04, In which afl nodes msgs/sec and 34 msgs/sec, respectively.

have exactly degree 1, (except the source, which has de- In summary, the decentralized SAAR control plane

?I\r/ﬁil—? T\l/lnAan_an;th(Ervséitthng ng Elgtgir\:v ||t?hl_dle grleiecf%an effectively and efficiently select nearby nodes, nodes
fing, SAAR anycast can select a peer within 1 second i with spare capacity, and select nodes subject to metrics

n.
90% of the cases. This is because SAAR’s anycast treqéke tree depth.

traversal prunes subtrees with no capacity based on agzontrol overheads: Next, we present results of a sim-

gregated information. When a moderate amount of spargle analysis of SAAR’s control overhead. Assume that

bandwidth is available (RI=1.23), 78% of the anycast re-we construct a SAAR overlay witN nodes using basle-

sponse times are even lower than those of the centralize@uting in the underlying Pastry network. State variables

server, because SAAR’s anycast can usually find a peedre propagated once every second. ThereGageoups

by contacting a node that is closer than that server. in the system, and the average group sizg.iDefine
During the experiment, the average/median/99th perT = g« Gxlog,N; T is an upper bound on the number of

centile number of tree nodes visited during an anycasedges irall the control trees in the system.

was 3.2, 3, and 4 with RI=1.01, and 2.3, 2, and 4 with The aggregation analysis considers two cases (when

RI1=1.23. The 95th percentile and the maximum of the to-T < kN and whenT > kN). If T <kN, then an upper

tal message overhead during the experiment was less thdoound on the average number of control messages sent

4 msgs/sec and 18 msgs/sec, respectively with RI=1.01and received per node per second due to state aggregation

it was less than 3 msg/sec and 12 msgs/sec with RI=1.2F% = 2x % If T > KN, thenS= 2% (k— 1) xlog, % Now

Figure 4: Load awareness



let, on average, there laeanycasts per second per group policy is used to enforce the degree bounds at the inter-
in the system. The upper bound on the average numbeanediate nodes in the Scribe tree [8].

?of %nycast messages per node per second is simply 2SAAR-ESM: A version of ESM that uses a shared
“N=*axG. SAAR overlay for control. Nodes remain in the SAAR
Consider a large system with4fodes, a small num-  control overlay with an exponentially distributed session
ber of large groups (ten groups of}@nd many small  time with a mean of 30 minutes, for the experiment dura-
groups (18 groups of ten) in a SAAR overlay with tion. As before, peers switch between data overlays with
k=16. For an average node, the aggregation overheaghean session time of 2 minutes and a minimum of 15
in this case is no more than 20 msgs/sec. Even if we asseconds. As our results show, nodes have an incentive to
sume that each group turns over every 5 minutes, then th&main in the control plane longer than in any particular
anycast overhead is less thamsgs/sec for the average data channel, because it enables them to join and switch
node. between channels much faster while the overhead is very
In another configuration, assume that every node is #ow.

member of one group. Irrespective of the size d'St”bu'SAAR-ES\/I—Unshared: To isolate the benefits of a

tion of the groupsg+G = N. Here, the average aggrega- more stable control plane membership, we make nodes
sponding anveast overhead is less tH@ms Isec in this ?oin/leave the SAAR control overlay whenever they
P g any T 9 join/leave a multicast group in this system. Otherwise,

case. . . the system is identical to SAAR-ESM.
These results are consistent with our measured aver-

age node stress results. We note that the stress at nodesrigure 6 shows the results of our experiments. Among
near the root of a control tree are significantly higher thanall systems, SAAR-ESM achieves easily the best re-
average in our implementation. To some extent, this issults for join delay, continuity and node stress. SAAR-
inherent in any tree-based control structure. The differ£SM-Unshared appears to beat SAAR-ESM in terms of
ence between maximal and average node stress could la@e depth. This comparison turns out to be mislead-
reduced by limiting the degree of nodes, at the expensgnhg, however, because the average steady-state group size
of somewhat deeper trees. Also, the node stress tends {ghieved by SAAR-ESM-Unshared during the experi-
balance as the number of groups in the same SAAR overment is only 55% that of SAAR-ESM'’s, due to the large
lay increases, because the group tree roots (and thus tfference in join delays in combination with churn. The
nodes near the root) are chosen randomly. average group sizes in the experiment are 225 (Native-
ESM), 180 (Scribe), 290 (SAAR-ESM) and 160 (SAAR-

. ESM-Unshared), respectively.
5.2 SAARfor Single-Tree Data Overlays The long tail in the SAAR-ESM join delay distribution

Next, we show the benefits of using the SAAR control corresponds to the initial joins when a node is not yet a
overlay in the design of a single-tree CEM. We com- member of the control overlay. Subsequent joins exhibit

pare the performance of the native single-tree ESM sysYery low join delay: 99.8% of such joins had a delay of

tem [10] with a modified implementation of ESM using €SS than 1.5 sec. Native-ESM exhibits higher join de-
SAAR. lay and a lower continuity index than SAAR-ESM. Ad-

350 nodes join a single-tree CEM and continue todi'tiona}l results (not shown) show that 'ghi.s gap wideqs
leave/rejoin the multicast channel with an exponentially'Vith higher churn or larger groups. This is because in
distributed mean session time of 2 minutes and a mini\ative-ESM, state information propagates slowly, caus-
mum of 15 seconds. To achieve a large mean group siz&19 iNcreasing staleness as chum or group size increases.
the nodes rejoin the same multicast channel after an of- The results confirm earlier observations that Scribe

fline period of 10 sec. The experiment lasts for 1 hour.€Xhibits deep trees and relatively high join delay under

We compare the performance of four systems below. Alchurn or when the node capacities are heterogeneous [3].

systems attempt to minimize the tree depths while locatOne reason is that the overlay structure imposes con-
ing parents. straints on the data plane, resulting in Scribe pushdown

) being the norm rather than the exception. Another reason
Native-ESM: We use ESM [10] as an example of a jg that churn disrupts the coupled control and data over-
single-tree CEM based on an unstructured overlay. Ajay in Scribe. The combined effect is higher tree repair
single overlay is used for control and data. The overlaytime, which leads to a poor continuity index.
is optimized for data dissemination; state information is The node stress incurred by SAAR-ESM is generally
disseminated epidemically to enable peer selection. lowest among all systems, except for a longer tail. (The
Scribe: We use Scribe as an example of a single-tredail is a result of higher node stress near the top of the
CEM based on a structured overlay. A single overlay isgroup tree.) This result indicates that the overall reduc-
used for control and data. Scribe’s standard pushdowtion in control churn in the shared SAAR overlay more
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Figure 6: Single-tree CEM performance

than outweighs the additional overhead for maintaining awith a centralized membership service in terms of scala-
separate control overlay. bility. For lack of space, we only summarize the results

Comparing SAAR-ESM and SAAR-ESM-unshared here. More detailed results can be found in a technical
confirms that a shared control overlay leads to lower€Port [28].
join delays, better continuity and reduced node stress.
Even SAAR-ESM-Unshared, however, yields dramati-|ower Membership Churn: We repeated the previous
cally better continuity than Native-ESM and Scribe. This experiment with a mean session time of 5 minutes. The
speaks to the power of the SAAR anycast primitive, in-join delays in Native-ESM improved significantly, with
dependent of the control plane sharing. a 75th percentile of 15 sec. For SAAR-ESM, as before,

We believe that shielding the control plane from churn99.8% of joins where a node was already a part of the
due to channel switching, as provided by a shared SAARSAAR overlay completed within 1.5 secs. The continuity
control overlay, is a critical optimization for applicati®  index of Native-ESM also improved significantly, with a
like IPTV [23]. There, join and switching delays are very 75th percentile of over 90. For SAAR-ESM, the 98th
important and users switch among channels much morpercentile continuity index improved to over 98.
frequently than they start/stop their IPTV application. These results show that Native-ESM, which was not

We performed additional experiments comparing thedesigned for very high membership churn, performs well
performance of Native-ESM and SAAR-ESM with dif- under less severe membership dynamics. However, even
ferent levels of data and control overlay churn, and undeunder these conditions, SAAR lends ESM significantly
flash crowd conditions. We also compared SAAR-ESMbetter performance.



Control overlay churn: We also evaluated SAAR-ESM better content delivery quality, increased robustness to
with different levels of churn in the control overlay, and churn and increased scalability. Moreover, the shared
with one or two spanning trees per SAAR group. SAAR control overlay dramatically reduces join delays
Even at a mean control overlay session time of only 5and increases efficiency by reducing membership churn
minutes (exponential distribution) and an overlay size ofin the control plane. Additionally, these benefits are re-
350 nodes, using 2 trees per group Yyields anycast perforlized at a lower overhead than Native-ESM and Scribe.
mance comparable to that of a single tree with no overlayComparing the SAAR-ESM with the native ESM sys-
churn. An exception are join events that involve a controltem, we have shown that using a decoupled, shared con-
overlay join: consistent with the results in Figure 6(a), trol plane can achieve the best of both data dissemina-
these have a noticeably higher join delay. The overheation quality and control efficiency. SAAR is effective in
doubles when two trees are used, but the average ovegonstructing high quality data overlays under flash crowd
head is still modest at 10 messages/second/node. scenarios and high data overlay dynamics, while toler-
ating control plane churn. Finally, unlike a centralized

Flash crowds: A group of 350 nodes join an eventwithin - membership service, the decentralized design of SAAR
15 seconds, and remain in the group for 15 minutes. Fogjows it to support data overlays of large size.

SAAR-ESM, the nodes are already part of the control
overlay when the experiment starts.
SAAR-ESM is able to connect nodes to the data over5.3 SAAR multi-tree CEM performance
lay quickly: the 90th percentile of the join delay distri- ) ] ) .
bution is less than 4 secs. The corresponding 90th perl@ show the effectiveness of SAAR in supporting multi-

centile for Native-ESM is more than 8 secs. SAAR-ESM {ree data planes, we have implemented a prototype multi-
is able to maintain low tree depths, with an 80th per-iree CEM based on SAAR, as described in Section 4.2.

centile of 7 and a maximum of 8. For comparison, in We use five data stripe trees per data overlay. 350 nodes

Native-ESM, the 80th percentile and the maximum tregWith heterogeneous degree distribution (mean RI=1.23
depths are both 8. In SAAR-ESM, 90% of nodes have snd degree caps MIN=1,MAX=2) join the control over-

stress of less than 3, while Native-ESM has an averag@y in the first 10 minutes, and then join the data overlay
node stress of 21. in the next 5 minutes. They remain in the data overlay for

These results show that SAAR’s anycast primitive @n0ther 10 minutes, and then continue to leave/rejoin the

yields significantly lower join delay and lower overhead data overlay with a mean session time of 2 minutes (ex-
than Native-ESM under flash crowd conditions. while Ponential distribution) and a minimum of 15 seconds for
maintaining comparable tree depth. the remainder of the experiment. To achieve a large in-

stantaneous group size, nodes re-join the same data over-
Scalability: We compare SAAR-ESM with a version lay 10 seconds after leaving. Nodes do not depart from
that uses a centralized membership service. We use dathe control overlay during the experiment, which lasted
overlays of sizes 54, 180, 540 and 900 nodes, all at &or approximately one hour. We show that SAAR can ef-
mean data session time of 2 minutes (exponential disfectively balance resources among the stripe trees despite
tribution) and a minimum of 15 secs. In SAAR-ESM, constrained resources and heterogeneous node degrees.
all nodes join the control overlay before the start of theWe also measure the resulting join delay, continuity in-
experiment and remain in the overlay during the experi-dex and control overhead.
ment. Figure 7(a) shows the instantaneous group size, as well

The centralized membership service handled 50as the minimum and the maximum of the total forward-

177, 662, 1084 messages/second at the various overlayg resources among the stripes. The minimum resources
sizes, showing an expected linear increase in the loachre always above the demand, i.e., the group size. The
Due to the resulting bottleneck, the 90th percentilefluctuations in stripe resources result from membership
peer selection delays of the central membership servicehurn. For instance, when a node of degree 6 leaves, the
increases as 750 ms, 1.1 sec, 2.4 sec, 18 sec, respectivatgpacity in its primary stripe drops by6 = 30 units. In
for the different overlay sizes. For SAAR-ESM, the all cases, however, the imbalance is quickly rectified due
90th percentile anycast delay increases from 600m$o the adaptive primary stripe selection policy for newly
at 54 nodes to only 1.2 seconds at 900 nodes. Thgining nodes.
average continuity index achieved with the centralized Figure 7(b) plots, for each data sequence number, the
membership service and SAAR-ESM at a group sizeminimum number of stripes that 95% of the nodes are
of 900 was 80.3 and 97.6, respectively. This clearlyable to receive. Every second, the multicast source incre-
demonstrates the scalability of the SAAR control plane. ments the sequence number. For each sequence number,

there are 5 data packets generated, one for each stripe.

In summary, the results clearly show that SAAR’s effi- Thus, a value of 4 stripes received means that 95% of the

cient anycast primitive yields ESM superior join delays, nodes are able to receive 4 or more stripes.
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Figure 7: SAAR multi-tree CEM performance

Figure 7(c) shows the CDF of the join delay of nodes, We conclude that SAAR can effectively support a
reflecting how long it took to receive data on different multi-tree data plane design. SAAR can ensure resource
numbers of stripes. Assuming that receiving 4 out of Sbalance among the interior-node-disjoint stripe trees in
stripes is sufficient to construct the full data stream (e.gheterogeneous environments. As a result, the resulting
using redundant coding like MDC/Erasure coding), theCEM system simultaneously realizes the benefits of per-
95th percentile join delay is 2.6 seconds. formance optimized data overlays and the benefits of a

Figure 7(d) shows the CDF of the continuity index multi-tree design in terms of tolerance to loss and mem-
among the nodes, calculated with respect to the fractiotvership churn.
of data bytes received on all stripes. The average continu-
ity index observed was 99.1. Thg average qode stress ('ng{'4 SAAR for Block-based Data Overlays
shown) on the control plane while supporting the multi-
tree data overlay is low, with 90% of the nodes handlingWe built a prototype block-based swarming CEM based
less than 4 msgs/sec and a maximum node stress of 3h SAAR. The mesh construction, as described in Sec-
msgs/sec. tion 4.3, borrows from Chunkyspread [44]. The swarm-

We also performed experiments with a higher RI=1.75ing block-exchange algorithm we use closely follows
and a resulting wider range of node degrees (MIN=1,Coolstreaming [50]. Briefly, we stripe content into 1
MAX=6). The results are virtually identical, with a 95th second blocks. Once every second, neighbors exchange
percentile join delay for acquiring 4 out of 5 stripes of their block availability within a sliding window of blocks
2.2 seconds and an average continuity index of 99.2.  covering 60 seconds. Missing blocks in this 60 sec buffer



1 T T T T 1 T
0.8 | 0.8 | .
c c
2 S
5 3
S 06} S 06} .
(TR LL
[} [
3 =
S o4t £ oaf -
E E
3> )
O] ®]
02k 02 | .
0 L 1 1 O 1 1 1 1
50 60 70 80 90 100 0 2 4 6 8 10 12
(a) Continuity Index (b) Block Dissemination Hops

Figure 8: SAAR block-based CEM performance

are requested randomly from the neighbors in inversespectively. The corresponding results reported for Cool-
proportion to their bandwidth utilizations. We addition- streaming are 89, 91 and 94, respectively. Thus, our im-
ally implemented Request-Overriding as explained inplementation appears to perform on par with Coolstream-
Chainsaw [31] to ensure that the multicast source sendsg. However, differences in the experimental conditions
out every block at least once. (Modelnet vs. Planetlab, RI=1.25 vs. unspecified RI,
350 nodes with a heterogeneous degree distributio®2 Kbps vs. 500 Kbps streaming rate) do not support a
(mean RI=1.23 and degree caps MIN=1,MAX=2) join stronger conclusion. In summary, our results show that
the control overlay in the first 10 minutes, and then join SAAR can support block-based swarming CEMs effec-
the data overlay in the next 5 minutes. They remain in thdively.
data overlay for another 10 minutes and then continue to
leave/rejoin the data overlay with a mean session time of
2 minutes (exponential distribution) for the remainder of5.5 Planetlab Experiment
the experiment. We enforce a minimum session time of
60 seconds to allow them to fill their initial buffer worth To demonstrate that our SAAR-ESM prototype can re-
of 60 secs. To achieve a large instantaneous group sizalize its benefits when deployed in the Internet, we per-
nodes re-join the same data overlay 10 secs after leavindormed an additional experiment in the Planetlab testbed.
Nodes do not depart from the control overlay during theWe use a single-tree CEM with a streaming data rate of
experiment, which ran for approximately one hour. 100 Kbps. Approximately 125 nodes (chosen randomly
Figure 8 shows the CDF of the continuity index, and across all continents among nodes that had reasonable
the distribution of overlay hops taken per block in the load averages) join a channel in the first 2 minutes and
mesh. The average continuity index is 91.6. The averthen continue to leave/rejoin the channel with a mean
age control node stress (not shown) is low, with 90% ofsession time (exponential distribution) of 2 minutes and
the nodes handling less than 3 msg/sec and a maximum minimum of 15 seconds, for an experiment duration of
node stress of 80 msgs/sec. Note that the join delay id5 minutes. The node-degree distribution was heteroge-
block-based systems is dominated by the size of the slidheous and used caps of (MIN=1,MAX=6), RI=1.75 In
ing block window, 60 secs in this case. SAAR-ESM, the nodes are part of the control overlay at
We also performed experiments with degree caps othe start of the experiment, and they do not depart the
(MIN=1, MAX=6, RI=1.75). Here, the average conti- control overlay during the experiment. Two group span-
nuity index improved to 96.8, while the distribution of ning trees were used in SAAR to mitigate the effects of
overlay hops was similar. excessive scheduling delays due to high loads on Planet-
An additional experiment matches a configuration re-lab machines, which can affect anycast response times.
ported in published results for Coolstreaming [50]. 150 Figure 9 compares SAAR-ESM and Native-ESM with
nodes with homogeneous node degrees and RI=1.25 arespect to join delay and continuity index. SAAR-ESM
part of the SAAR control overlay and join a data chan-has a 90th percentile join delay and tree repair time (not
nel within 1 min. At a mean data overlay session timeshown) of 2.5 seconds, which results in good continuity
(exponentially distributed) of 50/100/200 sec, we mea-indices. Under high churn, Native-ESM is not able to
sured an average continuity index of 89, 94 and 98, relocate neighbors fast enough. Therefore, it suffers from
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Figure 9: Planetlab single-tree CEM performance

higher join delay and tree repair times, which result in anetwork, SAAR enables powerful and efficient peer se-
lower continuity index. lection, while avoiding constraints on the structure of
The absolute results obtained with SAAR-ESM on the data dissemination overlay. Moreover, once decou-
Planetlab are not as good as in Modelnet, although theled, the control overlay can be shared among many data
same trends hold. In absolute terms, the 90th percentileverlay instances. This sharing increases efficiency and
anycast response time in one group spanning tree indramatically reduces the delay for joining a channel or
creased from 500 msec in Modelnet to 3.5 seconds oswitching between channels, which is critical for IPTV.
Planetlab, although the number of anycast hops taken SAAR’s anycast primitive locates appropriate data
was similar. The continuity indices decreased accordoverlay neighbors based on a constraint and an objective
ingly. We traced the cause to excessive processing delayanction. The primitive can be used to build and main-
on Planetlab nodes, where the 50th and 90th percentilin a variety of data overlay organizations. We evaluate a
load average’swere approximately 10 and 20, respec- prototype implementation of SAAR experimentally. The
tively. Planetlab is a shared testbed infrastructure thatesults show that SAAR can effectively support single-
tends to be heavily oversubscribed. We believe that mogtree, multi-tree and block-based data plane organizations
deployments in the Internet would likely encounter lesslts control efficiency allows it to achieve rapid channel
loaded nodes, and thus achieve results much closer to ojgin/switching and high content dissemination quality at
Modelnet results. low overhead, even under high churn and at large scale.
Native-ESM appears to be less sensitive to the exces-
sive gcheduling dglgys in Pla.metlap than SAAR-ESM.7 Acknowledgments
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