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Abstract

Object ownership and the nesting between objects are ar-
guably important but under appreciated aspects of object-
oriented programming. They are also prominent in many
alias management schemes. We model object ownership in
an extension to Abadi and Cardelli’s object calculus [1]. Ob-
ject owners, called contexts, can be created during evalua-
tion allowing ownership on a per object basis. Contexts
are partial-ordered to capture the containment relationship
between objects.

1 Alias Protection

Aliasing is endemic in object-oriented programming.
NoOBLE, VITEK, POTTER [25]

Although fundamental to good object-oriented design
[15], aliasing is problematic: when ill-used it breaks the en-
capsulation necessary for building reliable software compo-
nents [22]. Therefore, aliasing cannot be eliminated, only
managed [20]. A variety of approaches have been proposed
to this end. Here we concentrate only on those which limit
or report the extent of aliasing by encapsulating all refer-
ences to certain objects within certain universes (packages,
classes, objects, etc.) [3, 4, 9, 11, 18, 19, 21, 25, 24]. This
kind of scheme is said to perform alias encapsulation [25].

Existing languages such as Java [17] and C++ [12] do not
include privacy information as a part of an object’s type.
This information can be lost and the intended protection
can be subverted. The key idea which most alias encap-
sulation schemes adopt is to annotate types with protection
information which is preserved by subtyping. For example:

e Confined types [4]: modify class types using package-
level information to prevent objects from certain classes
from being accessed outside a package;

e Universes [24]: modify object types based on class-
level information to prevent certain objects from being
accessed outside of certain classes;

e Flexible Alias Protection [25], Ouwnership Types [9],
Universes [24]: modifies object types based on object-
level information to prevent certain objects from being
accessed outside certain other objects.

*From March 2001, clad@cs.uu.nl, Department of Computer Sci-
ence, Utrecht University, Utrecht, The Netherlands.

These schemes select some collection of universes which
are used to partition the objects in a system. The universes
may be based on packages, classes, or even objects; they
are generally nested; and their nesting can be either derived
from the scoping of packages or classes,! or generated as
objects are created. Types are modified to include infor-
mation about which universe elements of the type inhabits.
This is the basis of ownership. The universes are then used
to control which references are allowed based on their nest-
ing. This is basis of containment. Here, we extend Abadi
and Cardelli’s object calculus to model these notions.

The paper is organised as follows. Section 1 discusses
how the representation of an object is protected using a con-
tainment invariant based on object ownership. This model
was the basis for our earlier work, but it is too inflexible
in practice. To overcome this, Section 3 separates the no-
tion of ownership from objects by introducing contexts as
the units of ownership and then recasts the containment in-
variant. The syntax of the calculus is presented in Section
4, followed by some motivating examples in Section 5. We
then discuss how the containment invariant is enforced by
the type system in Section 6, before presenting the type
rules in Section 7, and the dynamic semantics of the calcu-
lus in Section 8. Section 9 briefly states its key properties.
Section 10 shows some undesirable behaviour the calculus
exhibits from a modelling perspective. Section 11 discusses
some related work, before the paper concludes in Section 12.

2 Representation, Containment and Ownership

The representation of an object is the collection of objects
which constitute its internal implementation. The notion
that representation should be protected from external ac-
cess is called representation containment, or just contain-
ment. Assuming that an object system has a root and that
access paths from object to object are determined by the
fields’ contents, we can state a particularly strong formula-
tion of containment, namely, that all access paths from the
root of a system to an object’s representation must include
that object. An object is considered to be the owner of its
representation. The allows the containment property to be
restated equivalently as owners are dominators for access
paths between the root of the system and the corresponding
representation [9].

A consequence of this definition is that objects act as
single entry points for access to their representation. This

!Neither Confined Types [4] nor Universes [24] fully exploit the
possibilities.



allows stronger guarantees about an object’s invariants, be-
cause the only external means for changing its representa-
tion is through the object itself; direct external access to the
representation is impossible.

Because both formulations above are defined globally
over all access paths, neither can be directly incorporated
into a type system. We seek a validity condition defined
locally between the source and target of a reference, which,
when invariant over the entire object graph, induces the con-
tainment property.

The first step is to realise that objects when considered
as owners form a tree. The root object of the system is the
root of the tree, with every object is inside its owner. That
is, for all objects ¢, we have ¢ < owner(t) and ¢ < e. This
tree, called the ownership tree, captures the nesting between
objects.?

Now consider the four possibilities depicted in Figure 1.
Here a dark square represents an object and the rounded
box attached to it encapsulates the object’s representation.>
A dotted box represents an arbitrary number of nested
rounded boxes, indicating that the enclosed object is part
of the representation of some unspecified other object.

(b) ¢ < owner(¢')

3

(c) ¢ > owner(.') (d) ¢ and owner(¢") are incomparable

Figure 1: Varieties of reference from object ¢ to object ¢’

We wish to exclude references which cross an encapsula-
tion boundary from the outside to the inside, thereby gain-
ing direct external access to an object’s representation. The
cases excluded are (c) and (d). The remainder, (a) and (b),
together give the following containment invariant:

1= =1 < owner(d).

where — denotes the refers to relation. When a reference
does not satisfy this condition, the object owner(s') can no
longer be a dominator for ¢’ [30], thus violating the intended
containment property.

This invariant was uncovered by Potter, Noble and the
author [30], and used in a less elegant form in the first system

2The ownership tree in fact corresponds to the dominator tree [2].

3References originate from the rounded boxes because they come
from the implementation of an object. This will become clearer in a
moment.
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Figure 2: Java’s Vector with multiple interfaces

of ownership types [9], although historically the type system
came first. This type system was for a class-based language
which had neither subclassing or subtyping. Underlying this
type system was the model of containment just described.
This model is, however, too limiting. We now explore a
generalisation.

3 Contexts and the Containment Invariant

Many object-oriented design idioms cannot be implemented
in this model, while retaining some form of representation
containment. The reason quite simply is that only one ob-
ject can both access the representation and be accessed by
objects external to the representation.

A common example is iterators in the style of Java’s
Enumeration interfaces [17]. An Enumeration object for a
Vector, for example, has access to the representation of the
Vector (the underlying array), but is also accessible exter-
nally. Thus there are two access paths to the representation,
one through the Vector, the other through the Enumerator,
breaking the containment invariant. Figure 2 demonstrates
this (as well as a number of other features of our model
which we will return to in a moment.)

The set of objects owned by a particular object reside in
the same universe (the rounded boxes in the figure). These
are the units of ownership which we call conterts. Rather
than being explicitly tied to objects, contexts form a sepa-
rate tree to capture the nesting of objects. This is given by
a relation <:, called inside, which has maximal element e.
To each object we assign two contexts. The owner, owner(t),
corresponds to the context in which the object resides. The
other context, rep(:), which we call the representation con-
text, can be thought of as the owner of the objects ¢’s repre-
sentation, or alternatively, where the representation resides.
Both contexts are fixed for an object’s lifetime to obtain
type soundness in the presence of imperative objects.

In the previous model, an object ¢ owned ¢ when
owner(t') = «. Now an object can be thought of as own-
ing objects whose owner is its representation context, that
is, when rep(t) = owner(¢'). By making the corresponding
change to the containment invariant above, we obtain our
new containment invariant:

t— 1 = rep(t) <: owner(:))

This is the invariant which our type system enforces.

The owner context governs which objects can access an
object, controlling the target of references, acting like an ac-
cess control list. Dually, the representation context governs



which objects an object can access, controlling the source of
references, acting like a capability list.

We require that rep(z) <: owner(s) for all objects ¢, so
that an object can access itself, following the initial model.
Indeed, the initial model can be embedded into this system
by (1) guaranteeing that each object has a unique represen-
tation context, and (2) by ensuring that rep(t) is directly
inside owner(¢) for all objects ¢ (for details see [10]). So
it is when the representation context is not directly inside
the owner context, or when the representation context is not
unique, that we obtain flexibility to, for example, implement
iterators which can access representation.

In fact, this is exactly what is happening with the
Enumeration object in Figure 2. Its owner is the same as
the owner of Vector, but the representation context of the
Enumeration is inside that of the Vector. The grey pipe
links the Vector to its representation context — it can be
though of as extending access to the object to an outer level.

To capture that the representation context controls the
source of references and the owner the target, references
are drawn from the representation part (round box) to an
object, which resides in the owner context. Again references
must not cross a boundary from outside of an object to the
inside.

The other noteworthy point is that the Data objects of
the are not considered as part of the Vector’s representation.
Instead, they are owned externally to the Vector. Some
other alias management schemes include the Data objects
as a part of the representation and require destructive read
[19] or copy assignment [3] operations to move the Data into
and out of the Vector. Such operations, in our opinion, are
unintuitive and problematic.

4 A Calculus with Ownership and Containment

We now present our variant of Abadi and Cardelli’s object
calculus. The examples presented in Section 5 should help
with the intuition. We define the syntax of contexts, per-
missions, types (including method types), values, terms, and
configurations in Figure 3. These will be described in turn.

Contexts Contexts are either variables, a, or constants
from the partial order (C,<:c) which is supplied as a pa-
rameter to the type system. C may have a maximal element,
denoted €. The collection C could represent the package or
class name in a program, to allow ownership per-package or
-class.

Permissions Permissions represent the collection of con-
texts which are accessible in an expression. Expression typ-
ing depends on a permission: to access an object or location
within an expression its owner context must be included in
the permission. We refer to the outermost owner of an object
in an expression as the top level owner. Only this context
matters when accessing an object. Access to the methods is
governed by a different context.

There are two basic permissions. The point permission
(p) allows access to the single context p. The upset permis-
sion (p1) allows access to any context ¢ such that p <: q.
Finite unions of permissions can be formed using U[Kl..Kn].
We use the following abbreviations: void = [|J[] and

KUK = |JK K.
Permissions also restrict the formation of types and the
subtype relation.

a € CTxVAR
p € CONTEXT == a |7 weC
K € PErRM s= (p) | (D) | UIK1..Kx]
X € TYPEVAR )
A,B € TypE = X | Top™ | [li: @€
| u(X)A | Ia=<:pA
© € MTDPTYPE == A | A—>0 | V(X<:A)0
|  V(e=<:p)O | Y(a:>p)©
z € VAR
u,v € VALUE z | ¢ | fold(4,v)

hidepas a <: ¢ginv:A
a,b € TERM v | o | vl{A)
vil<g(s: AT
letx: A=ainb
unfold(v)

new a <pina

01 v,Al AA]pA

A € AcCTUALS

o € OBIJECT = [ll = C(Si : Ai,Fi)biiel”n]g
I' € PAraM = 0| z:AT | X<AT
| a=<pl |as=pT
€ STORE = 0] oo
t € CoNFIG x= (I, o0,a)
II € NESTING i= 0| a<:ip I

Figure 3: The Syntax

Types The types and their intended meanings differ only
a little from the standard constructs which they resemble.
Types include type variables for both recursive types and
type parameterised methods. The top type, Top™, is the
largest type that can be constructed using permission K. It
represents the union of all values accessible in an expression
given permission K. The object type [I; : ©;*S'""]? lists
the names and types of the methods of an object, as well
as the owner context p and the representation context gq.
The precise role p and g play will be discussed is Section 6.
Method types, ©, are described in the next section. Recur-
sive types, u(X)A, are standard iso-recursive types. Finally,
I(a <: p)A are a limited form of existentially quantified type
which abstracts only contexts, but not types.

Method Types Since the objects accessible by an object
are different from those accessible outside the object, we can
consider objects to have both an inside and outside. This is
similar to languages such as Java, where method evaluation
can be thought of as occurring inside the target object, since
the method can access private members. The object calcu-
lus, however, fails to make this distinction — methods with
arguments are implemented as functions which can either
be invoked or passed to another expression. To remedy this
we introduce fat methods which must take all of their argu-
ments (values, contexts, types) when the method is called.
Thus method types are distinct syntactic entities.

expose v as a <: p,z:A in b:B



The return type of a method must be a type A. A
method can have any number of parameters which can
be values, bounded type variables, and context parame-
ters bounded above, and below, giving types A — O,
V(X <: A)O, Y(a <: p)O© and V(o :> p)O, respectively.
The types and contexts in later arguments can depend on
those specified in earlier arguments. This implies that, for
example, V(a <: p)V(8 <: a)(A — B) is a valid method
type.

Terms Terms are divided into values and expressions.
Closed values, that is, those without free term or type vari-
ables, constitute the results of evaluation. Expressions are
presented in a variant of the named form [31]. This simplifies
the dynamic semantics and proof of the calculus’ properties.

The language is calculus is imperative — aliasing is not
problematic in a functional language. Locations, ¢, refer to
objects in the store.

Objects are given by [l; = ¢(s; : Ai,l"i)biiel"”]g, which
are object calculus objects extended so that methods take
arguments of any kind. The variables s; are the self pa-
rameters used to refer to the current instance of the ob-
ject in method bodies, b;. The formal parameters to the
method, I';, are a collection of term variables with their
type, context variables with their bound, and type variables
with their bound. As usual, a method can be considered
a field if s ¢ FV(b), b is a value, and I' = @. Thus, we
do not distinguish between fields and methods. Finally, the
owner context is the superscript p, and the subscript ¢ is the
representation context.

Method selection, v.[{A), denotes a call to method [ of
object v, with actual parameters, A, which are a sequence
of values, contexts, and types. All the method arguments
must be supplied.

Method update, v.l < ¢(s : A,T')b, replaces the method
labelled [ in the object v with that defined by b.

Folds and unfolds are coercions which mediate between
the forms of iso-recursive types as usual. Local declarations
are defined using let.

The hide value, hide p as o <: ¢ in v:A, abstracts con-
text p from the value v and type A, representing it as bound
variable a. The context p and, to a certain extent, value v
can be thought of as being hidden. The only information
known about the hidden context p is that it is inside q. The
type of this expression is I(a <: g)A. This term corresponds
to the usual term for packing existential types, except that
contexts are abstracted rather than types.

The expose expression, expose v as a <: p,z:A in b:B,
unpacks the contents of a hide value. The hidden context
and value are substituted for @ and z in the expression b.
The type system ensures that they satisfy the type and con-
text constraints, and also that the exposed context cannot
escape the scope of the expression b. More precisely, it en-
sures that the hidden context cannot appear in the result
type B.

The hide and expose expressions are more commonly
called pack and open [5], but the names we have chosen are
more indicative of their intended behaviour in our modelling:
hiding and exposing representation contexts.

The final term, new a < p in a, creates a new context
which is inside but not equal to p, and substitutes it for
a in a. Generally a new context will be used to give new
objects a unique representation context. new is often used
in conjunction with a hide expression which protects the

new context from being exposed.

Contexts appear in both terms and types, but we present
them as a single syntactic domain, rather than two as in
Flanagan and Abadi [13]. Because contexts are syntacti-
cally distinct from other values and types, this presents no
confusion.

The contexts new generates become a part of a type.
This means our type system is a dependent type system.
We save ourselves from any problems this could entail by
limiting the forms of dependent typing to just contexts, and
by disallowing new context variables from appearing free in
the type of new.

Finally, functions have been omitted to keep the system
simple.

Stores and Configurations A configuration, ¢, repre-
sents a snapshot of the evaluation. It consists of an expres-
sion, a, a store, o, and a collection of constraints, IT, on the
context variables free in the expression and store. The store
maps locations to objects. The constraints, IT, which are all
of the form a <: p, capture the nesting between the contexts
created during evaluation.

5 Examples

We now illustrate some of the features of our calculus. To
simplify matters, we’ll omit annotations and subexpressions
which are unnecessary for the discussion.

Simple Objects Consider the following three objects
which represent a husband, a wife and their shared car.

husband = [car = car, books = [ - ]°°]5urs
wife = [car = car, CDs = [- - ]°%)Byrs

car = [engine = ---]°""".

The husband and wife have the same representation con-
text ours. This is the owner of the car, indicating that the
husband and the wife own the car. References to the car
can only be held by objects with access to the context ours,
so the level of protection depends on the accessibility of that
context.

In addition, the husband is in a book club which has
books in context be, and the wife is in a music club which
has CDs in context cdc. The husband can share his books
with anyone who has access to the book club context be.
Similarly, the wife can share her CDs with anyone who has
access to the music club context cdc.

Protected Objects and Context Creation The num-
ber of objects in a system is not statically determined, in
general, so to obtain per object protection we need an op-
eration to dynamically create contexts. For flexibility, this
is not tied directly to objects, as the example following will
demonstrate.

The expression new can create a new context which can
be used as the representation context of a new object. This
can then be hidden using hide, thus creating a represen-
tation context accessible only to those within the body of
the new expression. The new context can also be used to



initialise the object’s fields. For example

new «a < pin
let engine = [---]% in
let car = [engine = engine, - --]% in
hide a as 8 <: pin car

The new construct creates a new context just inside p
substitutes it for a in the remainder of the expression. An
new engine object is then created with this context as its
owner. Thus the engine will become part of the represen-
tation of the car object, created on the third line. In the
last line the actual representation context « is hidden using
variable 8. The type of this expression will be 3(8 <: p)A4,
where A is the type of car. The hidden context a does not
appear free in the type 3(3 <: p)A, following the usual rule
for existential type introduction.

The resulting object can be called a protected object be-
cause its representation context is hidden. The engine is
accessible only using an expose expression, but this is lim-
ited because no other object can manufacture the necessary
context.

It is possible to restrict the syntax of expressions so that
every object is created with a unique representation context,
as car above has, but this is beyond the scope of this paper.

Borrowing Methods with context parameters allow a
form of borrowing: otherwise inaccessible objects can be
passed to an object and accessed for the duration of a
method. Such methods are owner polymorphic. Parame-
ters can be bounded above or below.

The following example is a mechanic who will fix a car
which can be owned by any context:

mycar =[...,fiz: B,...]"V"P : Car™y"eP
mechanic = [...repair = (s : A,a <: €,¢: Car)c.fiz.. ]
mechanic.repair(myrep, mycar)

Even though the mechanic may not generally have access
to mycar, access is allowed by passing the context myrep,
the owner of mycar, to the mechanic’s repair method for
the duration of that method.

Classes Classes can follow the encodings in [1], with mi-
nor modifications to deal with ownership. The following
example is indicative of the modifications require.

An unbounded stack class is based on the following types
(simplified somewhat to maintain brevity):

CSTACK = [new: V(a <: €)V(8 :> a)¥(X <:Top'?’)sTacK]:
STACK = 3(y <: a)[head : LINK, push : X — (), pop : X]5
LINK = p(Y)[next : Y, data : X|]

A csTACK, the type of the stack class, has one method
for creating stacks. This takes arguments for the owner of
the stack, a, the owner of the data in the stack, 8 and the
type of the data, X. The constraints on these imply that «
can be any context, that 3 is accessible to the to-be-created
representation context, which will be inside «, and that X
will be any type visible with just permission (3), that is any
type with top level owner 3. The cSTACK class (classStack
below) is accessible to all objects because its owner is €.

STACK is the type of stacks, with free parameters which
will be filled in when CSTACK’s new method is selected. Its

hidden representation context 7 is created afresh for each
stack object inside . A better type would make the head
field private.

LINK, the type of links between elements of the stack, is
a recursive type because each nezt field also has type LINK.
This means that all links have the same owner, and hence
receive the same amount of protection.

Neither CSTACK nor LINK have distinct owner and repre-
sentation contexts, because they do not have any represen-
tation.

Finally, the code for the class of stacks is:

classStack =
[new = ¢(z : CSTACK, ¢ <: €, 3 i a,X<:Top<5>)
new vy <« in
hide yasy <: ain
[head = ¢(s : STACK)s.head,
push = ¢(s : STACK, d : X)
s.head := fold (LINK, [next = s.head, data = d]7),
pop = (s : STACK)
let prev = unfold(head) in
s.head := prev.next; prev.data]y ¢

where the head method uses Abadi and Cardelli’s undefined
but well-typed idiom, and “;” is sequential composition which
can be encoded in the standard manner using let expressions

[1].

Multiple Interfaces Just as a Vector presents different
interfaces to its clients, we could imagine a car abstraction
presenting at least two different interfaces to its users. The
principal interface is the driver’s, and the other, less fre-
quently used one, is for mechanics to tune the car’s engine.
Each interface consists of its own components, thus is a sep-
arate object with its own representation; each interface ac-
cesses the protected engine of the car.

At first glance it would seem that, following the first ex-
ample in this section, sharing the principal object’s represen-
tation context would suffice, but this prevents each interface
from having its own representation. The key to achieving
the desired model is illustrated by the following example:

mycar =
new a < pin
let engine = [-- -, tamper = ---]% in
let car =
[engine = ¢(x)engine,
tune = ¢(s)

let t= new < ain[...s.engine.tamper...]; in
hide 8 as y <: pin {]} in
hide v as § <: p in car

The mycar object itself is the principal. The alternative
interface is a new object created by the tune method. The
engine is part of mycar’s representation. The representation
context of the new tune object is a new context 8 which is
inside the representation context of the mycar object. This
means that the tune object has permission to tamper with
the engine.

Recapping, the idea is to create the representation con-
text of the interface objects inside that of the principal, and
give both the same owner.

Accessing Representation and Friendly Functions
The expose expression allows direct, but limited, access to



the hidden representation context. This is useful for imple-
menting friendly functions which access the representation
of two or more different objects.

Dealing with friendly functions in the presence of repre-
sentation containment is one of the limitations of most exist-
ing alias management schemes; although essential for appli-
cations, friendly functions violate encapsulation. (They also
present a number of challenges for typing [28, for example].)

In the present setting, the key issue is to avoid confus-
ing the representation of the different objects involved in a
friendly function. This was impossible in our previous work
[9], because there was no way to distinguish two different
representation contexts. The solution Universes adopts re-
stricts access to all but one party to read-only [24], but this
is potentially too restrictive.

The solution in the calculus presented here uses nested
expose statements to access the representation context of
each member of the friendship. The following brief example
accesses the representation context of two engines to com-
pare the rate of their exhaust emissions:

[analyse = ¢(s : A, carl : I(a <: p)Car, car2 : (B <: p) Car’)
expose carl as a <: p,cl : Carin
expose car2 as 3 <:p,c2 : Car’in
cl.engine.ezhaust > c2.engine.ezhaust)

The representation contexts cannot be confused because
they are bound to different variables, a and 3, and thus the
types of the representation will differ in their owner param-
eters.

6 From the Containment Invariant to Types

We now demonstrate how the containment invariant is en-
forced in the type system. Recall that the containment in-
variant states a necessary condition for a reference from ¢ to
¢/ to exist:

¢ =1 = rep(r) <: owner(:)).

Let ¢ — [I; = ¢(s; : A)b;*S'"™]2 be a location-object binding
in some store. The locations accessible to ¢ are those appear-
ing in the method bodies b;. The containment invariant can
be transformed to give an upper bound on these locations:

{V | ¢ <: owner(s")}, (1)

where ¢ = rep(:). The permission (¢1) corresponds to the
set {p | ¢ <: p}. Using this (1) becomes:

{t" | owner(/') € (1)} (2)

Now consider an object at location +' having owner p'. Ac-
cess to this object requires permission (p’), which corre-
sponds to the singleton set {p'}. Thus ¢’ is in the set (2) if
and only if

'y C{q1). (3)

This condition is enforced by our type system.

Expressions are typed against a permission which limits
the object owners accessible in the expression. A locations
and object whose owner is not in the permission cannot be
accessed. The following (simplified) object typing rule con-
tains the essential ingredients for attaining the containment
invariant:

(Val Object-Simplified) (where A = [l; : ©;*€'- ")
E,s;i: A;{(qgt)Fb;: ©; Viel.n
E;(p) [l =¢(s:: A)bilel“"]fl’ A

The conclusion states, among other things, that the per-
mission required to access this object is (p), where p is its
owner. This captures the left-hand side of condition (3).
The premises, ¢ € 1..n, each state that the permission gov-
erning access in the method bodies b; is (¢t), where ¢ is the
representation context. This captures the right-hand side
of condition (3). Therefore, the only locations accessible
in a method body are those permitted by the containment
invariant.

This completes the details of the local formulation we
sort. In fact, a global component still remains. The own-
ership tree is captured by the contexts defined in the envi-
ronment E. But the containment invariant is defined locally
using permissions.

7 Type Rules

The type rules formally capture the intuition described
above. Due to space limitations, we describe only the most
important features of the type system.

The type system depends on a typing environment, E,
which records the types of program variables and locations,
subtyping assumptions for type variables, and lower or up-
per bounds on context variables. The typing environment is
organised as a sequence of bindings and constraints, where
(0 denotes the empty environment:

E == 0| Ez:A|E:A] E, X<A
| E,a<:p | E,a:>p

Note that syntax of method formal parameters, I, and
of the constraints, II, are included within this syntax. This
allows them to be treated uniformly in the type rules.

The type system is based on the twelve judgements given
in Figure 4. The well-typed term, well-formed type, and
the subtype relation judgements depend on a permission K.
This has the following consequences:

e Expressions can access only contexts given in the per-
mission.

e All values of a type which is defined for some permission
are accessible in expressions having that permission.

e The subtyping relation ensures that all subtypes of a
type are valid with the same permissions as the type.

Figure 5 contains the rules for well-formed environments.

Figure 6 defines well-formed contexts and their nesting.
The rules (Context m) and (In 7) simply embeds the con-
stant contexts and their nesting into contexts and their nest-
ing. The rule (In €) guarantees that € is maximal. If C has
no maximal element, then this rule is omitted.

Well-formed Permission and Subpermissions Fig-
ure 7 defines well-formed permissions and the subpermission
relation.

A point permission is a subpermission of the correspond-
ing upset permission by rule (SubPerm p). The rule (Sub-
Perm <:), in effect, lifts the nesting relation between con-
texts to upset permissions, based on the following intuition:



EFO E is a well-formed typing environment

Etrp p is a well-formed context in E

Erp<:q p is inside q in E

EFK K is a well-formed permission in E

EFKCK' K is a subpermission of K' in E

E;KFA A is a well-formed type in E given permission K

E;K+F A<:B A is a subtype of B in E given permission K

E;Kta:A a is a well-typed expression of type A in E given permission K

E; K+ © meth
E;K+ (©)(A)=C
E

O is a well-formed method type in E given permission K.
Arguments A match © with return type C in E given permission K

Fo o is a well-formed store in E

E;KF (Il,0,a): A

(II,0,a) is a well-typed configuration with expression type A

in E given permission K

Figure 4: Judgements

assume that F - (pt) C (qt); if p’ € (pt), then p <: p'; from
q <: p, we have q <: p'; hence p' € (q1).

Rules (Perm Union), (SubPerm Union-L), and (SubPerm
Union-UB) extend permissions and the subpermission rela-
tion to unions (following, for example, Pierce [27].)

Whenever E - K C K’ holds, any well-formed term,
type, or subtype defined given permission K is also well-
defined with the larger permission K'.

Well-formed Types Figure 8 defines well-formed types.
The rule (Type X) helps ensure that type substitution

does not violate permissions by being valid for permissions

required to construct the bound on a type variable.

The constraints in rule (Type Object) are based on the
discussion in Section 6. The additional condition E F ¢ <: p
implies that E F (p) C (g¢1), ensuring that an object can
access itself.

Existential type formation is standard, by (Type Exists),
except that it is restricted to contexts with an upper bound.
The type rule has an additional clause, E + K, which guar-
antees that the existential type cannot abstract a context in
the top level owner position. Doing so would break our de-
sired containment invariant, because access control is based
on the top level owner position. We now briefly illustrate
how the clause E K achieves this.

An example of the type we wish to avoid is J(a <:
p)[:-+]7. We argue that such a type is impossible. Consider
the following typing derivation, where - indicates question-
able judgements, and 1 and 2 denote application of the rules
(Type Lift) and (Type Exists), respectively:

Ea=<:p{a)yF[-]y Ea<prk(a)CK
Ea<pKF [ " BrK
E;K 2 3(a <:p)[--]¢

There is no K such that £+ K and E,a <: pt+ (o) C K.
Note that o ¢ dom(E) and hence a ¢ FV(K). If K is a
union, then one of its components must satisfy the condition
we require. Clearly K cannot be of the form (p'}, because
this would require that p’ = «, which is disallowed. Hence
K must be of the form (p'1). If E,a <: pF2 (a) C (p'1),
then E,a <: p 7 (at) C (p'1), from which follows E,a <:
p 2 p’ <: . But this cannot be derived.

The rule (Type Rec) for recursive types places the given
bound of the variable X to ensure that the unfolding of type

(X)) A into A{*X)4/x} is well-formed, because the permis-
sion K required to type X is sufficient for typing p(X)A.

By (Type Lift) a type which is valid with some permis-
sion is also valid given a larger permission.

Well-formed Method Types Method types include
function types, and types parameterised by type and context
variables, both with appropriate bounds. The type rules are
given in Figure 9. The two rules (Type All <:) and (Type
All :>) allow the permission to be extended by the point
permission corresponding to the context parameter, so that
an additional context is accessible for the duration of the
method.

Making method types variant does not present any chal-
lenges [1], nor does adding first class functions (of each kind).
In the latter case, the separation of methods and functions
must remain to preserve the distinction between evaluation
inside or outside an object. This may result in some redun-
dancy in the definitions.

Well-formed Subtype Relation The subtyping rules in
Figure 10 contain no surprises. The rule (Sub Object) al-
lows neither the owner nor the representation context to
vary, only which methods are present. The rule (Sub Ex-
ists) follows the pattern of subtyping existential types, ex-
cept that it applies only to contexts, and the <: relation
lacks a notion of subsumption. Finally, (Sub Lift) states
that subtyping relationships valid for some permission are
valid at a larger permissions.

Well-typed Terms Figure 11 defines well-typed terms.
Expressions are typed against a typing environment and a
permission. The permission bounds the contexts appearing
in the top-level owner position of the objects and locations in
the given expression. Term typing depends on the following
auxiliary functions.

The function |I'| ¢ converts the method arguments I" and
the return type C into a method type O:

Definition 1 (|I'|¢)

0l = C
Ll‘:A,FJC = A—)LFJC
|_X<:A, FJC = V(X<:A) LFJC



(Env 0) (Env X) (Env z)
E;KFA X ¢ dom(E) E;KFA z¢dom(E)
0E< E X<AFO Exz:AFO
(Env o <:) (Env a :>) (Env Location)
EtFp «a¢dom(E) Etp «a¢dom(E) E;(p)F [li : ©:'€""F 1 ¢ dom(E)
E,a-<:p|—<> E,a;>p|—<> E,Li[liieiIEI”n]gl—O

Figure 5: Well-formed Environments

(Context ) (Context a) (In <:) (In :>) (In ) (In €)
E-S mel a € dom(E) a<:peE a:-p€eE EFO m=<ien EFp
Ern EFa EFa<:p ErFp=<:a Erbn=<:n EFp=<:e

Figure 6: Well-formed contexts and their nesting

(reflexivity and transitivity of <: omitted)

(Perm p) (Perm p 1) (Perm Union) (SubPerm p) (SubPerm <:)
Etrp Etrp ErK;, Viel.n EFp Etg=<:p
EF {p) EF (p1) EF UK. K] EF{p) €N EF (pf) C (aM)

(SubPerm Union-L)
EFK, CK VYiel.n

E+ |JIK:. K,]

(SubPerm Union-UB)
1€1l.n

EF UK. K. CK

EF K; CU[K:. K]

Figure 7: Permissions and Sub-permission (reflexivity and transitivity of C omitted)

V(a <:p)|T]c
V(a = p)|T]e

|_Oé <:p, FJC
|_a D, FJC

~
~

The function [I'] gives the collection of additional per-
missions for the context parameters in I':

Definition 2 ([T'])

[0] = void
fe:AT] = [T
IX<:A,T] = [T
[a<:p,T1 = (@) U]
[a:=p, T = (a)U[T]

In (Val Object), the permission (p) is required to create
an object with owner context p. The method body b; of
method ¢(s; : A,[';)b; is typed against an environment ex-
tended with the self parameter s; with A, the type of the
object being formed, and with the formal parameter list I';,
and against the union of permission {(qt), where ¢ is the rep-
resentation context, the point permissions for any context
declared in T';. Because the contexts in I'; are variables,
no location with such an owner can appear in the method
body b;. Thus this does not effect the containment invari-
ant. The return type of the method body C; and the formal
parameters are combined to give the method type ;.

In (Val Select), given that the selected method of a well-
typed target has type ©;, the clause E; K F (0;)(A) = C;
guarantees that the arguments A are correct in number and
type, and that they and the return type C; are all well-
formed given permission K. This ensures that enough per-
mission is given to access the method’s arguments and re-
turn value. The type rules for well-typed arguments lists are
given in Figure 12 and are explained in the next section.

In (Val Update) the new method body is typed against
a permission K’ which, in effect, is the intersection of the
contexts accessible inside the object, (g 1), and the con-
texts visible to the surrounding expression, K, along with
the point permissions for the context parameters declared
in I';. This ‘intersection’ of permissions prevents any oth-
erwise inaccessible locations from being added into object,
while maintaining the constraints on the expression perform-
ing the method update.

The first clause in (Val New) types the term a with the
additional assumption about the new context «. The per-
mission is extended with («) so that objects can be created
with this new context as owner, as in the Protected Objects
example from Section 5. The second clause prevents the new
context a from appearing in the resulting type.

The rule (Val Hide) parallels the standard rule for pack-
ing existential types, with the additional clause E;K F
I(a <: q)A for the reasons discussed above. Similarly, (Val
Expose) parallels the usual rule for opening existential types.



(Type X) (Type Top) (Type Object) (I; distinct)

X<:A€eE E;KFA EFK E;{(qt) F ©; meth Viel.n EFg<:p
E;KFX E; K F Top™ E;(p) b [li : ©,"" "]
(Type Rec) (Type Exists) (Type Lift)
E, X<Top¥;K+ A Ea<:ppK+B EFK E;KFA EFKCK'
E;KF puX)A E;K+3(a<:p)B E;K'+-A

Figure 8: Well-formed Types

(Type Return) (Type Arrow) (Type All)
E;KFA E;KFA E;KF O meth E, X<:A; K+ © meth
E;KF A meth E;K+ A — O meth E;KFVY(X<:A)® meth

(Type All <:) (Type All :>)
Ea<:p;KU{a)F© meth EFK E,a:>p;KU{a)F© meth EFK
E;K FV(a <: p)® meth E;KFV(a:> p)® meth

Figure 9: Well-formed Method Type

(Sub X) (Sub Top) (Sub Object) (I; distinct)
X<:AeE E;KFA E;K+A E;{(q¢1)-©; meth Viel.n+m Elqg=<:p
E;KFX<A E; K F A<:Top™ E;(p) F [l : © "<l - 7]
(Sub Rec)

E;K+u(X)A E;K+u(Y)B E,Y<Top®,X<Y;K+ A<:B
E K Fu(X)A<u(Y)B

(Sub Exists) (Sub Lift)
Ebp=<:p Ea=<:pK-A<A EFRK E;K+-A<:B E+-FKCK'
E;KF3(a<:p)A<I(a<:pH)A E;K'+ A<:B

Figure 10: Well-formed Subtype Relation (reflexivity and transitivity of <: omitted)



(Val z) (Val Location) (Val Object) (where A =[l; : @iiel“"]g and ©; = |['i]c;)
r:A€EE E;KFA vi[li 9P e E E s;: ATli;{(gDH Uy Fb;: C; Viel.n
E;KFz: A E;(p)Fo:[li : ©;° ] E;(p)F[li=c(si: ATy)b S "]p: A

) (Val Select)
EiKFv:[l;:0;¢""]F E;KF(0;)(A)=C; j€l.n

E;K = U.lj(A) . C]‘

(Val Fold) (where A = u(X)B)
E;:KFuo: B{A/X}}

(Val Update) (where A = [l; : ©;°€""™]? and ©; = [T ]¢;)
E;Ktv:A E s:AT; K +b:Cj

ET,FK C()U[l;] ET;FK CKU[T;] jeln

(Val Unfold) (where A = u(X)B)
E;KFov: A

E;KFovlj <c(s: AT;)b: A

(Val Let)
E;Kta:A Ex:AKFb:B

E,KF fold(4,v) : A

(Val New)
Ea<:p;KU(a)Fa:A E;KFA

E; K F unfold(v) : B{/x}

E;KFletz: A=ainb: B

(Val Hide)

Ebtp<:q E;KFo{PL}: A{?L} E;KF3I(a<:qA

E;:KFnewa<pina: A

(Val Expose)

E;KFhidepasa <:ginvA:3J(a <:q)A

(Val Subsumption)

E;KFv:3(a<:p)A E;KFB E,a<px:AKU(a)Fb:B E;K‘+a:A E;K'-FA<:B EFKCK'
E;KF exposevasa <:p,r:Ainb:B: B E;K'Fa:B
Figure 11: Well-typed Expressions

Finally, (Val Subsumption) allowing an expression given Definition 3 ({A/T})
one type to be given a supertype and to be used with a R
larger permission. {o/08 = €

fv,A/0: AT} = {/HA/T)

Well-typed Actual Parameters The type rules in Fig- B A/X< ATV 2= B A/T
ure 12 check that the arguments supplied to a method are {B,A/X <A, T} N {p /<HA/TH
correct in number and type. Underlying the rules are the fp,AJa < q, T} = {PLH{A/TH
usual rules for function and type application. The judge- {p,AJa = q, T} = {PLI{A/T}

ment E F (0)(A) = C actually resembles (total) function
application. All types and values, including the return type,
must be accessible given permission K.

Well-formed Stores and Configurations The type
rules for stores and configurations are given in Figure 13.
Configuration typing is performed in an environment con-
sisting of two parts: II to account for the nesting of free
context variables and E’ for location types. The remainder
is standard.

8 Dynamic Semantics

The operational semantics of the calculus is presenting in a
big-step, substitution-based style in Figure 14. Fundamen-
tally it differs little from the object calculus semantics of
Gordon et al. [16], though the named form of expression al-
lows some minor simplifications. Again, we only highlight
key and subtle points.

The evaluation rule (Subst Select) uses the following def-
inition to construct a substitution from the actual parame-
ters A into the formal parameters I" for the selected method.
The substitution into the method body b is then performed
and the resulting expression evaluated.
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where € is the empty substitution. Otherwise {*/r} is unde-

fined.

The rule (Subst New) is the only significant addition to
the calculus. It creates a new context inside p. This is cap-
tured by finding a fresh variable o’ to represent the new
context and adding the appropriate constraint to the exist-
ing nesting constraints IIp. The new context is substituted
into the expression, which is then evaluated.

The rule (Subst Expose) follows [13] by relying on a-
conversion to make the variable bound in the hide expres-
sion the same as that in the expose expression, resulting in
a simpler presentation. The rule is otherwise standard.

Contexts do not affect computation and could be erased.
They do however record the nesting required to obtain the
containment invariant.

Evaluation commences with configuration (0, 0, a), typed
as 0; K - (0,0,a) : A against a permission consisting only of
constants.

9 Properties

The type system has been proven sound. This result de-
pends on the following fundamental lemma.



(Arg Empty)
E;K+C

(Arg Val)

E;K+rv:A E;KF (©)(A)=C

(Arg Type)
E;KFB<A E;K& (Of%x}(A)=C

E;KF(C)®0) =C E;KF (A— 0)(,

(Arg Context <:)

EtFqg=<: E;K+ (0{/.hHA)=C

C)
A)=C

EKF V(X<A)O)B,A) = C

(Arg Context :>)

Et+ E;K+ O0{/.}HA)=C

E;K E(V(a <:p)0)(q,A) = C

<:q
E;KF V(a:>p)0O)(q,A)=C

Figure 12: Well-typed Actual Parameters

) (Val Store)
E;p)Fo:[l;: 0;€"™"F 1:[;:0,/""P€E Yimo€a

(Val Config) (where E =11, E’)
Eto E;Kta:A Q0+ K dom(c)=dom(E')

Ero

E;KF (Il,0,a) : A

Figure 13: Well-typed Stores and Configurations

Lemmal 1. [fE;K+v:A and E;K' - A, then E; K' -
v: A, where v is a value.
2. IfE;K+ A<:B and E;K' - B, then E; K' - A<:B.

The first clause in essence states that the type contains
enough information to determine the permission required to
access a value. This allows values to be passed across an ob-
ject’s boundary whenever the type is well-formed both inside
and outside of the object, even though the expression which
computed the value may not have been. This was essential
for demonstrating type preservation for method select and
update.

The second clause states, in effect, that all subtypes of
a given type are accessible wherever the type is accessible.
This was required for the validity of substitution and sub-
sumption.

Soundness is given in part by the following type preser-
vation result (assuming the usual definition of environment
extension, >):

Theorem 2 (Preservation) If E;K + (Il,0,a) : A and
(I, 0,a) | (I',0',v), then there exists an environment E'
such that E' > E and E'; K + (IT', 0’ ,v) : A.

The containment invariant follows from type preserva-
tion. Define the refers to relation — for a store as:

{l, e | L [lz = C(Si : Ai,Fi)biiel"n]g coN J € |0C5(b1‘)}

where locs(b) is the set of locations in expression b. The
containment invariant states: + — ¢ = rep(¢) <: owner(s').
The proof that this is indeed invariant is based on the fol-
lowing intuition: A location with owner p is accessible only
if permission (p) is held. The locations ¢’ such that ¢ — ¢/
are all accessible using permission {qf) U [I'], where ¢ is the
representation context of ¢, for an appropriate I'. But the
context variables in [I'] cannot be the owner of any loca-
tion, hence the locations in the method body have owners
p’ where g <: p’. From this the desired result follows.
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10 Danger: Vampires

The trick to implementing multiple interfaces to an object
was to create an object with the same owner as the original
object, but with a representation context inside the original
object’s representation context. Unfortunately, in the raw
calculus, this can be ill-used to produce what we call vam-
piric behaviour. The following example illustrates its most
brutal form:

vampire =
exposevasa <:¢6,z:Ain
new [ <: o in
let vamp = [drain = drink(x.blood)]5 in
hide 8 as 8 <: € in vamp

This expression takes a protected object v and unpacks
the underlying representation context and unprotected ob-
ject into a and x, respectively. It then creates a new con-
text @ inside a, which becomes the representation context
of new object vamp. Thus object vamp has surreptitious
access to the representation of v, without v being aware.
Furthermore, because the owner of vamp is ¢, it is accessible
anywhere.

This sort of behaviour can be avoided by encoding
method select and field update of protected objects in terms
of expose and then removing expose from the program-
mer’s syntax [10].

However, similar vampiric behaviour can occur whenever
new contexts are created inside contexts which are passed
as method parameters. Classes rely on this idiom. But,
in a language based entirely on classes (which does not al-
low classes to be defined inside methods), this vampiric be-
haviour is not a problem because the resulting structure of
objects is entirely determined by classes, and therefore more
tractable to reason about.

Ultimately, this phenomenon means that that represen-
tation protection is not as strong as we would like in the
raw calculus. It is possible to design syntactic restrictions or
encodings which avoid vampiric behaviour, respecting syn-
tactic encapsulation boundaries such as classes and objects.



(Subst Value)

(Subst Object) where o = [l; = ¢(s; : Ai,Fi)biiel”"]f;
o1 =(L—0) 00

L ¢ dom(oo)

(I, 0,v) | (IL, 0, v)

(II,00,0) § (II,01,1)

(Subst Select) where j € 1..n
0’0(1,) = [ll = g(si : Ai,].—‘i)bilel"n]g {A/F]} is defined
(To, 0, b /s, }{ A/T5}) ¥ (I, 01, )

(Io, 00, t.1;(A)) U (L1, 01, v)

(Subst Update) where j € 1..n

0’0(1,) =

[lz = C(Si : A“Fl)bzzeln]g

o1 =00+ (L — [ll = §(Si : Ai,Fi)biiel"jil’jJrl"n,lj = C(S . A]‘,F]‘)b]g)

(H,O’o,l,.l]‘ = C(S : A, F])b) U (H,O’l,l,)

(Subst Let)
(Ilo, 00,a) 4 (T4, 01, v)

(Subst Unfold)

(H17 o1, bﬁv/ﬁﬁ) 4 (H27 02, u)

(IIo,00,let z: A=ainb) | (II2, 002, u)

(II, o, unfold(fold (4, v))) | (I, o, v)

(Subst New)
o ¢ dom(Io) II) = (Mo, @ <:p) (I1,00,af* /o}) 4 (T2, 01,v)

(IIp,00,new a < pina) | (I, 01, )

(Subst Expose)

(HO’ go, b{v/iﬂ}{p/a}) 4 (Hl, g1, u)

(Ilp, 00, expose (hide p as a <: p’ in v:A) as a <: p”,x:A" in b:B) | (11,01, u)

Figure 14: Dynamic Semantics

Unfortunately, the type system cannot express or enforce
such distinctions.

11 Related Work

Our new term which generates new “names” has been stud-
ied by Pitts and Stark [29] and independently by Odersky
[26] in a different context. It also resembles v operator in
the 7 calculus and related calculi [23]. These do not include
names in types.

Recently Cardelli, Ghelli and Gordon use names at the
level of types to prove security properties about the -
calculus [7] and the Ambient calculus [6], and to demon-
strate the soundness of the Tofte and Talpin’s [32] regions
calculus [33]. We believe that this work is complementary,
and, in a sense, orthogonal to the work presented here, be-
cause they capture properties of ephemeral entities such as
references on the stack, rather than the deep structure of ob-
jects in the store. A thorough comparison has been slated
for future work.

Recently, Gabbay and Pitts introduces a new quantifier
over fresh names [14], which is used by Cardelli and Gor-
don [8] to study the logical properties of name restriction.
On the surface, it seems that this is more suited to our
calculus for hiding representation contexts than existential
quantification. However, it is not entirely appropriate since
it precludes methods which return self.
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12 Conclusion and Future Work

We modelled object ownership in a small extension to Abadi
and Cardelli’s object calculus. The result satisfies a par-
ticular containment property and offers a framework to
study schemes which tame unconstrained aliasing in object-
oriented programs. We have made the following contribu-
tions beyond our previous work: a sound extension of the ob-
ject calculus with object ownership, where ownership is sep-
arate from objects; and a more flexible containment model
obtained by having separate representation and owner con-
texts.

The main problem remaining, apart from the vampiric
action noted in Section 10, is that types may be syntactically
too burdensome to use in practice. If the types could be
inferred based on some small syntactic specification, such
as an annotation indicating which fields are representation,
then ownership and containment could find application in
future object-oriented programming languages.

Stay tuned for the author’s thesis which further explores
ownership and containment [10].
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