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WiFi-based Long Distance (WiLD) networks with links asmonth) [18]. WiMax [27], another proposed solution, is
long as 50—-100 km have the potential to provide connectiveurrently also very expensive and has been primarily in-
ity at substantially lower costs than traditional appro&sh  tended for carriers (like cellular). WiMax is hard to deploy
However, real-world deployments of such networks yieldn the “grass roots” style typical for developing regions.
very poor end-to-end performance due to two reasons. \wjiri-based Long Distance (WiLD) networks [8, 9] are
First, the current 802.11 MAC protocol_has fundamen—emerging as a low-cost connectivity solution and are in-
tal shortcomings when gs_ed_over Iong—t_jlstances. Secon‘éreasingly being deployed in developing regions. The pri-
WILD networks can exhibit high and variable loss charac-mary cost gains arise from the use of very high-volume off-
teristics, thereby severely limiting end-to-end throughp  the-shelf 802.11 wireless cards, of which over 140M were
This paper describes the design, implementation angnade in 2005. These links exploit unlicensed spectrum,
evaluation of WIiLDNet, a system that overcomes thesgnq are low power and lightweight, leading to additional
two problems and provides enhanced end-to-end perforgost savings [6]. These networks are very different from
mance in WILD networks. To address the protocol shortyye short-range multihop urban mesh networks [5]. Unlike
comings, WIiLDNet makes several essential changes tgesh networks which use omnidirectional antennas to cater
the 802.11 MAC protocol, but continues to rely on stan-tg short ranges (less than 1-2 km at most), WIiLD networks
dard WiFi network cards. To better handle losses andcomprise of point-to-point wireless links that use higliga
improve link utilization, WiLDNet uses an adaptive 10Ss- girectional antennas (e.g. 24 dBi, 8 degree beam-width) to

recovery mechanism using FEC and bulk acknowledgefqcys the wireless signal (for line of sight) over long dis-
ments. Based on a real-world deployment, WILDNet proyances (10-100 km).

vides a 2-5 fold improvement in TCP/UDP throughput
(along with significantly reduced loss-rates) in companiso

to the best throughput achievable by conventional 802.1 ; £ WILD networks i | d deol
MAC. WILDNet can also be configured to adapt to a range € performance of YWILL NEWOrks in real-world depioy-
ments is abysmal. The main reasons for this poor perfor-

gyelrg)i_stoj-i?tg?) performance requirements (bandwidth, defnance are two-fold. First, the stock 802.11 protocol has

fundamentaprotocol shortcomingshat make it ill-suited
for WIiLD environments. Three specific shortcomings in-
1 Introduction clude: (a) the302.11 link-level recovemnechanism results

in low utilization; (b)inappropriateness of CSMA/Caver
Many developing regions around the world, especially injong distances; (c) WiLD networks experienicger-link
rural and remote areas, require low-cost network connectivinterferencewhich introduces the need for synchronizing
ity solutions. Traditional approaches based on telephongacket transmissions at each node [20]. The second prob-
cellular, satellite or fibers have proved to be an expentem is that the links in our WiLD network deployments
sive proposition especially in low population density and(in US, India, Ghana) experienced verigh and variable
low-income regions. In Africa, even though cellular and packet loss-ratemduced by external factors (primarily ex-
satellite coverage is available in rural regions, bandwidt ternal WiFi interference in our deployment); under such
is extremely expensive due primarily to low user densi-high loss conditions, TCP flows hardly progress and con-
ties (satellite usage cost is about US$3000 per Mbps peinuously experience timeouts.

Despite the promise of WIiLD networks as a low-cost net-
ork connectivity solution, our experience has shown that

*Univ of California, Berkeley In this paper, we describe the design and implementa-
fUniv of Colorado, Boulder tion of WiLDNet, a system that addresses all the aforemen-
¥New York University tioned problems and provides enhanced end-to-end perfor-



mance in multi-hop WiIiLD networks. Prior to our study,

the only work addressing this problem was 2P [20], a R
MAC protocol enhancement proposed by Rareaal.. 2P
addresses primarily inter-link interference, and progose
a TDMA-style protocol with synchronous node transmis- 82km E
sions. The design of WiLDNet leverages and builds on top P 1)@
of 2P, making additional changes to the 802.11 standard in |< 503 ken —_—

L7 km

order to further improve utilization and to make the system
robust in the face of packet loss. The key factors that dis- u B
tinguish WiLDNet from 2P and the stock 802.11 protocol _. ) ) _
are four-fold: Figure 1:Overview of the WiLD campus testbed (distances not
o o . to scale
1. Improving link utilization using bulk packet acknowl- )
edgments:The current 802.11 protocol uses a stop-and- . : . S .
o ; . experience in deploying and maintaining two production
wait link recovery mechanism, which when used over . . .
. A N WILD networks in India and Ghana that support real users.
long distances with high round-trip times leads to under- . . . ;
L2 . . I Our network at the Aravind Eye Hospital, India, provides
utilization of the channel. To improve link utilization,

WiLDNet uses a bulk packet acknowledament protocol interactive patient-doctor video-conferencing servibes
o P . ) 9 P " tween the hospital and five surrounding villages (10-25 km
2. Designing TDMA in lossy environment$he stock

. = ) ! away from the hospital). Itis currently being used for about
802.11 CSMA/CA mechanism is inappropriate for WILD 1700 remote patient examinations per month. The design

settings since it cannot assess the state of the channel at t¢\yi| pnet that is presented in this paper has continuously

receiver. 2P proposed a basic TDMA mechanism (instead, o \eq in the past two years to solve many of the perfor-
of CSMA/CA) that explicitly synchronized transmissions .o problems that we faced in our deployments.

at each node to prevent inter-link interference. However, Using a detailed performance evaluation, we roughly

in the face of pack_et losses (especially high-loss rat_&s), € observe a 2-5 fold improvement in the TCP throughput

Bver WiLDNet in comparison to the best achievable TCP
throughput obtained by making minor driver changes to
the conventional 802.11 MAC across a wide variety of set-
ﬁngs. In the multi-hop case with bidirectional traffic un-

) _ | der lossy channel conditions, our system provides a sus-
3. Handling high packet loss-ratedn our WILD net-  tained TCP/UDP throughput of 5 Mbps, which is 2.5 times
work deployments, we found that external WiFi interfer- |3rger than the maximum throughput achievable using con-
ence is the primary source of packetloss. The emergence ggntional 802.11b. The bandwidth overhead of our loss-
many WiFi deployments, even in developing regions, will \acoyery mechanisms are minimal. In the near future we

exacerbate this problem. In WiLDNet, we use an adaptiventend to transition our system from the campus testbed into
loss-recovery mechanism that uses a combination of FEGhe two production networks in India and Ghana.

and bulk acknowledgments to reduce significantly the per-

ceived loss rate and to increase the end-to-end throughput.

Here, we show that WiLDNet's link-layer recovery mech- 2 \wiLD performance issues
anism is much more efficient in comparison to higher layer

recovery mechanisms like Snoop. In this section, we describe in detail two important causes

4. Application-based parameter configuratiddifferent  for poor end-to-end performance in WiLD settings: (a)
applications have varying end-to-end requirements ingermgo2.11 protocol shortcomings; (b) high and variable loss-
of bandwidth, loss, delay and jitter. In WiLDNet, config- rates in the underlying channel induced by external fac-
uring the TDMA and loss recovery parameters (time slottors. We begin by providing a brief description of WiLD
period, FEC, number of retries) provides a trade-off specnetworks in Section 2.1.In Section 2.3, we elaborate on
trum across different end-to-end properties. We explor@hree protocol shortcomings of 802.11 in WILD settings:
this trade-off spectrum and show that WiLDNet parameterga) CSMA/CA; (b) link-level recovery; (c) inter-link inter
can be configured to suit different end-to-end applicatiorference. For each of these, we show that manipulating the
requirements. driver level parameters is insufficient to achieve good per-

We have implemented all our modifications astam  formance over long-distance links. Finally in Section 2.4,
layer above the driver using the Click modular router [14]. we describe the loss characteristics of our deployed WiLD
We have deployed WiLDNet in our campus testbed com-networks. In our testbed, we observed the primary cause of
prising of 5 long-distance wireless links. Figure 1 shows these losses to be external WiFi interference and not mul-
the topology of our campus testbed. Apart from the desigrtipath effects. Finally, in Section 2.5, we discuss theaffe
and implementation of WiLDNet, we have had two yearsof these two causes on TCP performance.

to loss of synchronization marker packets. In WiLDNet, to
deal with this problem, we resort to an implicit approach,
using loose time synchronization between nodes to dete
mine a TDMA schedule that is not affected by packet loss



2.1  WILD networks: an introduction delay; we use it only to perform experiments evaluating
- ) . TDMA scheduling and loss recovery from interference.

The IEEE 802.11 standard (WiFi) was designed for wire-

less broadcast environments with many hosts in close \y, ;se Atheros 802.11 a/blg radios for all our experi-

V'_C'n'ty competing for channel access. ereless "8 ments. The wireless nodes are 266 MHz x86 Geode single

dios are half-duplex and cannot listen while transmit-p) - g computers running Linux 2.4.26. We use iperf to

ting; consequently, a CSMA/CA (carrier-sense multiple- o oq e UppP and TCP throughput. The madwifi Atheros

access/collision avoidance) mechanism is used to reduqger was modified to collect relevant PHY and MAC layer
collisions. Unlike standard WiFi networks, WiFi-based information

Long Distance (WiLD) networks use multihop point-to-
point links, where each link can be as long as 80-100 km. )
To achieve long distances in single point-to-point links,2.3 802.11 protocol shortcomings

nodes use directional antennas with gains as high as 30dBi, _, . . L
n this section, we study three main limitations of the

and may also use high-power wireless cards with up t ) o )
400mW of transmit power output. Additionally, in mul- 8.02'11 pr.otlocol.. the '”eﬁ'c'e”t I|n.k-layer recovery mfecha
nism, collisions in long distance links, and inter-linkent

tihop settings, nodes have multiple radios with one radiq LS . . .
per fixed point-to-point link to each neighbor. Each radio:;zrence. 'I;hes_e I'Irn'wfgsl. rEalée 80(12'11 |Il-tswt_ed evenin
can operate on different channels if required. This is diffe € case of a single WILL link. Based on exiensive experi-
ent from standard 802.11 networks where all nodes routénents’ we also ?’h.OWth.at. mod|fy|ng.the driver-level param-
traffic through an access point and contend for the mediurﬁters of 802.11 is insufficient to achieve good performance.

on a single channel. Some real life deployments of WiLD
networks include the Akshaya network [26], the Digital 2.3.1 Inefficient link-layer recovery mechanism
Gangetic Plains project [4], and the CRCnet project [8]. . .
The Akshaya network is one of the largest deployments inThe 802.11 MAC uses a simple stop-and-wait protocol,

the world with over 400 nodes and links going up to 30WIth each pac_ket independently ackr_lowledge(_j. Upo_n suc-
Kms. cessfully receiving a packet, the receiver node is requared

send an acknowledgement within a tight time bound (ACK-
Timeout), or the sender has to retransmit. This mechanism
2.2 Experimental Setup has two drawbacks:

) ] . e As the link distance increases, propagation delay in-
We use three different experimental setups for conductingeases as well, and the sender waits for a longer time for

our measumements and for evaluation of the implementagne Ack to return. This decreases channel utilization.

tion of WildNet. . _ o If the time it takes for the ACK to return exceeds the
Campus testbed Figure 1 is our real-world campus aciTimeout parameter, the sender will retransmit unnec-
testbed on which we have currently deployed W'LDNet'essarin and waste bandwidth

ZZE ca:(mpusAtlesthd CO';S'St.S of .I|nks ranging from t 0 \we llustrate these problems by performing experiments
”ll m. q IS0 the en _—Eomts n Oll” C?mpl]fs test ecljusing the wireless channel emulator. To emulate long dis-
are located In areas with varying levels of externali,ces e configure the emulator to introduce a delay to

WiFi interference. Wireless Channel Emulator. The . iate links ranging from 0-200 km. Figure 2(a) shows

channel emulator (Spirent 5500 [24]) enables repeatablfhe performance of the 802.11 stop-and-wait link recovery

experiments by keeping the link conditions stable for themechanism over increasing link distance. With the MAC-

durat.i(.)n of the gxperiment. Moreover, by introducing layer ACKs turned off (No ACKs), we achieve a through-
s_pecmc propagauon delays we can vary thg length of th%ut of 7.6 Mbps at the PHY layer data rate of 11 Mbps.
link to distances longer than any of the links c:urrentlyWhen MAC ACKs are enabled, we adjust the ACK timeout

available in our campus testbed and can hence study t@s the distance increases. In this case, the sender waits for

effect of long propagation delay. We can also study this M ACK after each transmission, and we observe decreas-

|solgt|on of e>_<terna_1| interference by pIacmg the end hOSﬁng channel utilization as the propagation delay increases
radios in RF isolation boxes and connecting them to theAt 110 km, the propagation delay exceeds the maximum
ergulator tf|1r.orl].|gh RF (t:)atc)jl.es. | ; led ACK timeout (746:s for Atheros, this is smaller for Prism

n IO'OL multi-hop testbed: we "?‘30 per °r|”? rcl:ontro eb d2.5 chipsets and cannot be modified) and the sender always
multi-hop e)](cpzer;]ments (\)/\r/] an n Ioor mutl-l th testbed;; e out before the ACKs can arrive. We notice asharp de-
con5|st|n_9 0 Ops.. VVe can aiso control the amo,unErease in received throughput, as the sender retries to send
externa! !nterfergnce in the RF_ |solqtlon poxes by placmqhe packet repeatedly (even though the packets were most
an add_|t|onal erelgs§ node in-a isolation box just tOIikely received), until the maximum number of retries is
transmit packets mimicking a real interferer. The amount. .- ‘haq (this happens because, if an ACK is late, it is ig-

of interference s cqntrolled by the rate of the CBR traff_ic nored). This causes the received throughput to stabilize at
from this node. This setup has a very small propagatlorkwlmlC J(no-of retries + 1)

3
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Figure 2:UDP with adjusted ACK timeouts with Atheros cards. Traffid#40 byte UDP packets in 802.11b at PHY layer datarate of
11Mbps

2.3.2 Collisions on long-distance links Another important source of errors is the interference be-

tween adjacent 802.11 links operating in the same or over-
The 802.11 protocol uses a CSMA/CA channel—acces%pping channels. Two such adjacent links can operate

mechanism, in which all nodes listen to the medium fory ot interference by using non-overlapping channels.
a specified time period (DIFS) before transmitting a paCkeHowever, Raman et al. [20] present numerous reasons why
to ensure that the channelis idle. This translates to a maxjz, many cases it is advantageous to operate such links on
mum allowable distance at which collisions can be avoided; o same frequency channel. Moreover, there are WILD
of about 15km for 802.11b (DIFS is 56), 10.2 kms for 4,5155ies such as the Akshaya network [26] where differ-
802.11a and 8.4km for 802.11g. However for longer links, et channels cannot be allocated to all the pairs of adjacent
it is possible that a node would start transmitting a packeﬁnks’ given the high connectivity degree of several nodes.
unaware of another packet transmission at the other end. L .

P Inter-link interference occurs because the high-power ra-

As th tion delay i , thi bability of los . S .
S the propagation deiay increases, this probaniiity & 10s dios create a strong RF field in the vicinity of the radio

from collisions increases. h to interf ith th i t by radi
We illustrate the above shortcoming using a simple ex—nougn to intertere wi € receplions at nearby radios.

periment: we send bidirectional UDP traffic at the maxi—D'rm:t'on"’lI antennas also have sufficiently high gain (4-

mum possible sending rate on the emulated link and meagdB') side lobes [4] in addition to the primary main lobes.

sure the percentage of packets successfully receivedtat eac The first problem is when multiple radios on a node try
end. Figure 2(c) shows how the packet loss rate increasd® fransmit at same time. As soon as one radio starts trans-
with distance. Figure 2(b) shows the sum of the throughMitting after sensing the carrier to be idle, all other radio
puts achieved at both ends for bidirectional UDP traffic agn the vicinity find the carrier to be busy and backoff. This
we increase the distance for a link. Note that there are n& desirable in a broadcast network to avoid collisions be-
losses due to attenuation or outside interference in this co tWeen two senders at any receiver node. However, in our
trolled experiment; all of the losses are due to collisions. Network where each of these radios transmits over point-to-
A possible solution to this issue is to increase the DIFSPOINt long distance link to indepedent receivers, this back
time interval to account for longer propagation delays.Off 18ads to suboptimal throughput. A second problem oc-
However just as in the case of the the ACK timeout, thisCUrs when packets being received at one link collide with
would decrease channel utilization substantially for emg Packets simultaneously transmitted on some other link on
links. Also, we not aware of any wireless chipsets that al{h® same node. The signal strength of packets transmit-
low the DIFS interval to be configured. ted locally on a node overwhelmes any packet reception on
other radios.

In order to illustrate these effects, we perform experi-
ments on the real-world setup presented in Figure 1. First,
we try to transmit UDP packets to both node K and M from

2.3.3 Multiple Link Interference
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P simultaneously. The total send throughput on both links
is 14.20 Mbps when they are on non-overlapping channels
(separatior> 4) but drops to only 7.88 Mbps when on the
same channel. Next we send UDP packets from node M
to node K, relayed through node P at different transmitting
rates. We then measure received throughputand packet loss
rate for various channel spacing between the two adjacent
links, as presented in Figures 3(a) and 3(b). We observe

Figure 3:Effect of interference on received throughput and errorthat interference does reduce the utilization of the intiivi
rate when sending through a relay node. Separation is no. qfig] links and significantly increases the link loss-rates(ev

channels in 802.11b. Traffic is 1440 byte UDP packets in 802.1
at PHY layer datarate of 11Mbps

in the case of partially overlapping channels).



Therefore, the maximum channel diversity that one cardistance links in rural areas have very low loss. In com-
simultaneously use at a single node in the case of 802.11(lparison, an urban mesh-network deployment (like Roofnet)
is restricted to 3 (channels 1,6,11) which may not be sufhas shorter and many non-line-of-sight links and thus loss
ficient for many WILD networks. This motivates the need from ISl is a much bigger problem.
for synchronizing both transmit and receive packet trans- However if WiLD network is deployed in the presence of
missions across adjacent links to improve throughput. external interfering sources, the hidden terminal problem

can be much worse than in the case of an urban mesh net-
2.4 Channel Induced Loss work (with omnidirectional antennas). Due to the highly

directional nature of the transmission, a larger fractibn o
Apart from protocol shortcomings, another cause for poointerfering sources within range of the receiver act as hid-
performance is high packet loss-rates in the underlyinglen terminals since they cannot sense the transmission. In
channel due to external factors. We refer to thesehas-  addition, due to long propagation delays, even external in-
nel induced lossedn this section, we will briefly summa- terfering sources within the range of a directional tratismi
rize the relevant conclusions from the study carried out byter can interfere by detecting the conflict too late. Measure
Shethet al. [23] where they conduct a detailed analysis of ments on our outdoor testbed links and indoor testbed show
loss characterisation on our WiLD network deployments. that there is strong correlation between loss and volume of
Loss magnitude and variability: Figure 4 illustrates the traffic from external sources on the same or adjacent chan-

loss variation across time on three different links in ourn€!S [23]. ,
testbed. We find that the loss is highly varying with time This is unlike the case of mesh netvx_/orks _I|ke Roofnet [1]
and there are bursts of high loss of lengths varying frorryvh_ere_t_he authors conclude that multipath interference was
few milliseconds upto several minutes. However on the ur@ Significant source of packet loss.
ban links, there is always a non-zero residual that varie®ther factors: Measurements on our testbed show that
between 1-10%. The residual loss rates in our rural linkshere is no measurable non-wifi interference in our urban
are negligible. Finally, we found the loss characteristicslinks [23]. This is indicated by the absence of signifi-
along a single link to be highly asymmetric. One exam-cant correlation between noise floor (reported by the wire-
ple is illustrated in Figure 4 where we observe a negligibleless card) and loss rates. Also, the loss rates on differ-
loss-rate from P to K but a very high loss-rate from P to K.ent channels are not correlated to each other implying the
Sources of loss The study (Shetlet al. [23]) investigates apsenpe of any wide-band interfering noise. Experiments
two potential sources that trigger channel losses in WiLDWith different 802.11 PHY datarates showed that smaller
links: external WiFi interference and multipath interfer- thg datarates can h.ave higher loss rates in some conditions.
ence. It finds that external WiFi interference to be theThis can be explained by the fact that packets at lower
dominant source of packet loss and multipath to have mucHatarates take longer time on air air and are thus more likely
lesser effect. to collide with external traffic. Other studies by Ran&tn
Multipath has a very small effect because the dela)ﬂl- [7] showthatweat.her conditions dqesn’thave noticable
spreads in WIiLD environments are an order of magnitudeeffects on loss rates in long distance links.
lower than that of mesh networks. This is because as link
distance increases, the path delay difference between t 5
primary line-of-sight (LOS) path and secondary reflected
paths becomes small enough to avoid inter-symbol interferTaken together, protocol shortcomings of 802.11 and chan-
ence(ISl). On the other hand, the primary path signal camel induced losses significantly lower end-to-end TCP per-
be significantly attenuated from the secondary paths th&formance. The use of stop-and-wait over long distances
undergo a phase shift of 18@fter reflection. This is also reduces channel utilization. In addition, we see corrdlate
verified in our study [23] where we see that all our long- bursty collision losses due to interference from unsynchro
nized transmissions (over both single-link and multi-hop
scenarios) as well as from external WiFi sources. Under

Impact on TCP

80 -

— BtoR . . . .
60 4 ——r— B tg K these conditions, TCP flows often timeout resulting in very
— KwP poor performance. To handle these losses, the only knob

407 available in the driver is to tune the number of packet re-

tries. Setting a higher value on the number of retries de-
e vtk e = SN e i creases the loss rate, but at the cost of lower throughput
1 21 41 61 81 101 121 141 161 181 resulting from lower channel utilization.
Time units (1 minute) To better understand this trade-off, we measure the aggre-
Figure 4. Packet loss variation over a period of about 3gate throughput of TCP flows in both directions on an emu-
hours. Traffic was 1Mbps CBR UDP packets of 1440 bytedated link while varying distance and introducing a channel
each at PHY datarate of 11Mbps in 802.11b packet loss rate of 10%. Figure 5 presents the aggregate

Loss Rate (%)

20 4




the echo protocol is the simplest form of a TDMA proto-

[ee]

. ggm 810 A_CK)S) col which is essential in WiILD environments [19]. Hence,
6 - retries; , . L. . .
+ CSMA (2 retries) from a node’s perspective, we divide time into send and

CSMA (8 retries) receive time slots.

To improve link utilization, we replace the stock 802.11
stop-and-wait protocol with a sliding-window based flow-
150 200 control approach in which we transmibalk acknowledg-
mentfrom the receiver for a window of packets. We gener-
ate a bulk acknowledgment as an aggregated acknowledg-
ment for all the packets received within the previous slot.
In this way, a sender can rapidly transmit a burst of packets

TCP throughput with various number of MAC retries of | oiher than transmit each frame and wait for an acknowl-
the standard 802.11 MAC. Due to increased collisions an%dgment for each

larger ACK turnaround times, throughput degrades gradu- 4 pulk acknowledgment can be either piggybacked on

ally with increased distance. data packets (sentin the reverse direction), or sent ad-stan
alone packets if no data packets are available. By pig-

3 WiLDNet Design gybacking the acknowledgments, the additional bandwidth
usage is minimal . Each bulk ACK contains the sequence
In this section, we describe the design of WiLDNet andnumber of the last packet received in order and a variable-
’ {_ength bit vector ACK for all packets following the in-order

elaborate on how it addresses the 802.11 protocol shor H " ber of ket is locall
comings as well as achieves good performance in the fac%equence. ere, Ihe sequence number of a packetIs locally

of high-loss environments. In the previous section, we ?_fi;‘egg;tﬁefg abp?li(r ofkend-rcgnts oftaWiLhD Ii_nk. . i
identified three basic problems with 802.11; (a) low uti- ke -4, the bulkacknowledgment mechanism 1S no

lization, (b) breakdown of CSMA/CA, and (c) inter-link _designed to guarante_e perfect reliability. 802.'1.1 has & max
interference. To address the problem of low utilization,™uM _numbgrlokf reLrles ﬁo;everytp?ﬁket. S(;mllarly, uhpon
we propose the use of bulk packet acknowledgments (Seé_ecelvmg a bulk acknowlecgment, the sender can choose
tion 3.1). To address the limitation of CSMA and the inter- fo advance the ‘.Sl'd'ng wmdow_sklppmg unacknowlgdged
link interference problem, we build upon the TDMA pro- packets depending on the maximum number of retries set.

tocol design of 2P [20], and make the necessary changég practice, we can support different retry limits for paiske

to adapt 2P to high-loss environments (Section 3.2). Adgi 0! different flows. The bulk ACK mechanism introduces

tionally, to handle the challenge of high and variable packepacket reordering at the link layer, which may not be ac-

losses, we design adaptive loss recovery mechanisms th%?ptable for TCP traffic. To handle this, we provide in-

use a combination of FEC and retransmissions with bullé)rd(?r packet delivery at the link layer either for the entire
acknowledgments (Section 3.3). traffic or at a per-flow level.

WiLDNet follows three main design principles. First, the o ) .
system should not be narrowly focused to a single set 0.2 Designing TDMA in lossy environments

application types. It should be cqnfigurable to provide 8T0 address the inappropriateness of CSMA for WiLD net-
broad trade-off spectrum across different end-to-end-prog s 2p [20] proposes a contention-free TDMA based
erties like delay, bandwidth, loss, reliability and jitt€lec- channel access mechanism. 2P eliminates inter-link inter-

ond, all mechanlsms proposed should be |mplgmentable Ference by synchronizing all the packet transmissions at
c_ommodlty off t_he Sh?'f 802.11 card;_ And th'rd’ the de- given node (along all links which operate on the same
sign should be I|ghtwe|gh_t, such thatit can be implementedy o of adjacent overlapping channels). In 2P, anode in
on the resource constrained single b‘?ard computers (zeﬁsansmission mode simultaneously transmits on all itsslink
MHz CPU and 128 MB memory) used in our testbed. for a globally known specific period, and then explicitly no-
tifies the end of its transmission period to each of its neigh-
3.1 Bulk Acknowledgments bors using marker packets. A receiving node waits for the
marker packets from all its neighbors before switching over
We begin with the simple case of a single WILD link, to transmission mode. In the event of a loss of marker pack-
with each node having a half duplex radio. In this casegts, a receiving node uses a timeout mechanism to switch
CSMAJ/CA over long distances is not capable of assessingnto the transmission mode.
the state of the channel at the receiver. Given this simple The design of 2P, while functional, is not well suited for
case, at the minimum we require an echo protocol betweelossy environments. Consider the simple example illus-
the sender and the receiver that determines when each nottated in Figure 6, where all links operate on the same or
transmits to prevent unsynchronized packet collisioms,( adjacent overlapping channels. Consider the case where
both sender and receiver simultaneously transmit). In fact(X, A) is the link experiencing high packet loss-rate. Let

Throughput (MB/s)
N e

o

| N
%0 Distangg (km)
Figure 5:Bidirectional TCP over CSMA with 10% channel loss.
Traffic is at PHY layer datarate of 11Mbps

0



e end-effect of this loose synchronization is that the value o
@____ Ty — T is limited by the propagation delay across the link
G even in the face of packet losses (assuming clock speeds are
roughly comparable). Hence, an implicit synchronization
Q approach significantly reduces the valudpf— T' thereby

. reducing the overall number of idle periods in the network.
Figure 6:Example topology

T denote the _value of_the time—slqt. Wheneyer_ a markery 3 Adaptive loss recovery
packet transmitted by is lost, A begins transmission only
after a timeout periody (> 7). This, in turn, delays the Handling high and variable loss-rates primarily induced by
next set of transmissions from nodésindC to their other  external WiFi interference is a challenging problem. How-
neighbors by a time period that equdls — 7". Unfortu-  ever, to achieve predictable end-to-end performance, it is
nately, this propagation of delay does not end here. In thessential to have an loss recovery mechanism that can hide
time slot that follows,D’s transmission to its neighbors is the loss variability in the underlying channel and provide
delayed byl, — T'. Hence, what we observe is that the lossa bound on the loss-rate perceived by higher level applica-
of marker packets has a “ripple effect” in the entire networktions along a single link. More specifically, the loss recov-
creating an idle period df;, — 7" along every link. When ery mechanism should provide a loss-rate boymtiepen-
multiple markers along different links are dropped, it is andent of the underlying link loss-rate.
open research problem to analyze the effect of simultane- Achieving such a bound is not easy in our setting due
ous idle-period ripples propagating in the network. to two factors. First, it is hard to predict the arrival and
Ideally, one would wanf — 7" to be very small. If all duration of bursts; also, bursts occur very frequently in
nodes are perfectly time synchronized, we cariget 7.  some of our links. Second, the loss distribution that we
However, in the absence of global time synchronizationpbserved on our links is non-stationary even on long time
one needs to set a conservative valuefgr 2P chooses scales (hourly and daily basis). Hence, itis not easy to use a
To = 1.25 x T. Hence, the loss of marker packets leadssimple model to capture the channel loss characteristics. |
to an idle period 0f).25 x T throughout the network (in WiLDNet, we can either use retransmissions or FEC to deal
2P, this is5 ms forT = 20 ms). In the face of bursty with losses (or a combination of both). A retransmission
losses, transmitting multiple marker packets may not alsdased approach can achieve the loss-baumdth mini-
suffice. Therefore, a single lossy link can lead to systenmal throughput overhead but at the expense of increased
wide inefficiencies. delay. However, our FEC approach primarily reduces the
Given that many of the links in our network experience Perceived loss-rate but cannot achieve arbitrarily lovgdos
sustained loss-rates over 5-40%, in WiLDNet, we use aounds mainly due to the unpredictability of the channel.
implicit synchronization approach that aims to reduce thel0 achieve arbitrarily low loss rates using only FEC incurs
value of T, — 7. In WiLDNet, we use a simple loose a substantial throughput overhead. FEC incurs additional
time synchronization mechanism similar to the basic lin-throughput overhead but does not incur a delay penalty es-
ear time synchronization protocol NTP [16], where duringPecially since it is used in combination with TDMA on a
each time slot along each link, the sender acts as the maBer-slot basis.
ter and the receiver as the slave. Consider a (iAkB)
whereA is the sender ang is the receiver at a given time.
Let teena 4 andt, .., g denote the start times of the slot
as maintained byl and B. mutually agreed upon. All  To achieve a loss boundindependent of underlying chan-
the packets sent by A are timestamped with the time difnel loss rate(¢), we need to tune the number of retransmis-
ference §) between the moment the packet has been serions. One can adjust the number of retransmissighs
(t1) and the beginning of the send sldt(,q4_4). When for a channel loss-ratg(t) such that(1 — p(¢))"® = q.
a packet is received by B at tintg, the beginning of B’'s  Given that our WiLD links support in-order link-layer de-
receiving slot is adjusted accordingly;cco 5 = t2 — . livery (or in-order delivery on a per-flow basis, a largét)
In practice, due to software induced variations in propagaalso means a larger maximum delay, equat (o) = T for
tion time for different packets, the value s marked in 3 slot periodI’. One can set different values oft) for
each packet may not be reflective of its true value. To hangifferent flows. We found that estimatingt) using an ex-
dle this, we use a simple smoothing function., s :=  ponentially weighted average is sufficient in our links to
@ * trecy.p + (1 — @) * (t2 — 0). As soon as B's receive achieve the target loss estimate A purely retransmis-
slot is over, andsend.p = treco + T IS reached, B starts - sion based recovery mechanism has minimal throughput
sending for a period’. overhead as only the lost packets are retransmitted but this
Due to the propagation delay between A and B, the sendomes at a cost of high delay due to the long round trip
and corresponding receive slots are slightly skewed. Thé&mes over WiLD links.

3.3.1 Tuning the number of retransmissions



3.3.2 Adaptive FEC-based recovery the losses observed in the previdustime slots. Here, we

Desiani d FEC hanism in highl iable | specifically chose a small value &f = 10. There are sev-
esigning a goo mechanism In highly vanable 0SSy, o factors that motivate this simple policy choice. First

cand|t|o|r|15 req&nrgs ac:?uratt_e etshtln:anon ogthetlﬁnc:ﬁrlyln redicting the start of a burst is very hard; hence, we do not
channetioss. Lnderestimatingthe 1oss renders th€ tFougil, o, attempt to predict it. Second, a small valu@¢/gfcan

put expend_ed in transmitting FEC packets useless, ana’uickly adapt to both a start of a burst as well as reduce the
overestimating the loss rate leads to throughput wastagtf:EC when a burst subsides. For a time sloT'of 10m.s

In our environment the Ioss_dlsFr|b_ut_|on is non-stationary, - _ |, corresponds ta00 ms to adapt to a change in the
over large time scales, making it difficult to determine aN5ss behavior. Third, due to non-stationary loss distribu-

accurate Ioss_esnmator. we experlmente_d with a variety 0lﬁ)ons, the added reduction that we observed in the perceived
FEC mechanisms and found that to achieve a target los

\( te obtained b lyi licated distribu-
rateq independent of the loss variation, the amount of FECOSS rate oblained by applying more complicated distriou

L : ) o tion based estimation approaches [25] is marginal. FEC
required is substantially high (often 20-40%) primarily be is best suited for handlinpgpresidual I[oss]es and ?ong bursts
cause of the frequent occurrence of bursts. :

FEC is not suited to handle bursts that are shorter than the
time that the weighted average FEC estimation mechanism

30 .
20 m Preamble = CRC takes to adapt

10 4 Implementation
0

Loss Rate

010203040506070809 1 In this section, we describe the implementation details of
Rate (Mbps) WILDNet. Our implementation comprises two parts: (a)
Figure 7: Breakdown of channel loss into CRC errors anddriver-level modifications to control or disable featunes i
preamble errors plemented in hardware (Section 4.1); (b3l@mlayer that
sits above the 802.11 MAC (Section 4.2) and uses the
Click [14] modular router software to implement the func-

Motivating inter-packet FEC: One can perform two - - X : .
ionalities described in Section 3.

types of FEC: inter-packet FEC (coding across packetss

or intra-packet FEC (coding redundant blocks within a

packet). In WiLD environments, we found that intra-packet4.1  Driver Modifications

FEC is not beneficial Based on extensive measurements on

a wireless channel emulator we observe that in presence dfhe wireless cards we use in our implementation are the

external WiFi interference, the lost packets can be categdligh power (200-400 mW) Atheros-based chipsets. WiLD-

rized into either CRC errors or preamble errors. A CRC erNet requires the following features disabled in the driver:

ror packet is received by the driver with a check sum errorDisabling Link-Layer Association: We disable link-layer

However, an error in the preamble leads to the entire packétssociations in Atheros chipsets using the Adhoc-demo

being dropped. This is because, the preamble has inform&node.

tion which is used by the underlying firmware to lock onto Disabling Link Layer Retransmissions and Automatic

the transmission of the receiver. Any error in the preambléACKs: With the Atheros drivers, we did this by using

would cause the firmware to drop the packet completely802.11 QoS frames with WMM extensions to set the no-

Figure 7 shows the breakup of the loss rate with increasing\CK policy.

external interference. The external interferenceis msed ~ Disable CSMA: We disable CSMA by turning off the

from 0.1 Mbps to 1 Mbps, and the loss rate is measuredClear Channel Assessment (CCA) in Atheros chipsets us-

We observe that as the external WiFi interference increase#d a proprietary HAL obtained from a vendor.With CCA

the lost packets due to preamble errors also increase. Atturned off, the card can send packets without waiting for a

Mbps of external interference, almost 50-80% of the lostclear channel.

packets are due to preamble errors. Intra-packet FEC can

only handle CRC errors but cannot handle the majority of4_2 Software Architecture Modifications

packet losses caused by preamble errors. Hence, we chose

to perform only inter-packet FEC. In order to implement single-link and inter-link synchro-
Estimating the level of redundancy: We apply FEC in  nization using TDMA, the various loss recovery mecha-

combination with TDMA. For every time slot df packets, nisms, sliding window flow control, and packet reorder-

we addN — K redundant packets for evey packets. We ing for in-order delivery, we use the Click Modular

use simple erasure codes based on Vandermonde matricBsuter [14]. We use Click because it enables us to design a

to generate the redundancy packets. To estimate the redumodular system with different functionalities implemeshte

dancy factory = (N — K)/ K, we choose a simple but not independently by various Click elements. It is also reason-

perfect estimation policy based on a weighted average odbly efficient for packet processing especially if loaded as



( ithout undergoing encoding), and immediately delivered
(_ Fake ethernet interface - fakeO )“J (without u going ng) I ey fe v

to the application by the decoder (without undergoing de-
e Click Kernel Mgdule -\ coding). _
Send and Receive Managers:These elements are re-

A 4 sponsible for managing the bulk acknowledgments and the
’ encoded data packets. Bulk ACKs are generated by the
Outgoing Incoming incoming queue, piggybacked to data packets or sent as
Queue ~ Queue stand-alone packets (if there is no data to send), and de-

Data 4 livered to the outgoing queue of the peer host, which uses

Data .
h 4 them to delete already delivered packets.

FEC FEC TDMA Scheduler: This element ensures that packets
Encoder Decoder are being sent only during the designated send slots, and
ulk 4 manages packet timestamps as part of the synchronization

Data Data T mechanism.
r : TDMA Controller: This elementis common for all the in-

[ e —Heceive . . )

" terfaces supported by the click module. It implements syn
| | a‘nager chronization among the wireless cards on the same chan-

- nel, by enforcing synchronous transmit and receive opera-
Data + Acks Data + Acks tion (all the cards on the same channel have a common send

[ TDMA Scheduleh } slot, followed by a common receive slot).
= e . o
/ v A ! 4.2.1 Timing issues
( Wireless interface - athO ))

Implementing time synchronization within Click has the

Figure 8:Click Module Data Flow disadvantage of being less precise. Since there is packet
gueuing in the interface itself, there is variability in tivae

a kernel module. Click enables us to intercept and modifibetween the moment Click emits a packet and the time the

link-layer packets exchanged between a wireless interfacgacket is actually sent on the air interface. Thus, the prop-

and the kernel. Using kernel taps, we create fake networlggation delay between the sending and the receiving click

interfaces, such afkeOin Figure 8; the kernel commu- modules on the two hosts is not constant, affecting time

nicates with these virtual interfaces. Click takes the packsiot calculations. Fortunately, this propagation delgyrés

ets sent to a virtual network interface, processes them, angictable for the first packet in the send slot, when the hard-

passes them to the corresponding real wireless interface. ware interface queues are empty. Thus, in our Click imple-

Figure 8 presents the structure of the Click elements ofmentation, we only timestamp the first packet in a slot, and
our layered system, with different functionality (and @err ~ use it for adjusting the receive slot at the peer. If this pack
sponding packet header processing) at various layers: is lost, the receiver’s slot is not adjusted in the curreatt, sl
Incoming/Outgoing Queues: The mechanisms support- but since the drift is slow this does not have a significant
ing sliding window packet flow, bulk acknowledgments, impact.
selective retransmission and reordering for in-ordervdeli  Another timing complication is related to estimating
ery are implemented by the incoming/outgoing queue pairwhether we have time to send a new packet in the cur-
Packet buffering at the sender is necessary for retransmisent send slot. Since the packets are queued in the in-
sions, and buffering at the receiver ensures reordering. Tterface, the time when the packet leaves Click cannot be
ensure adaptability to various application requirements, used to estimate this. To overcome this aspect, we use
order delivery and packet retransmission is optional, andhe notion ofvirtual time At the beginning of a send
the maximum number of retransmission can be set on a peslot, the virtual timet,, is same as current (system) time
packet basis. t.. When we send the first packet, the virtual time be-
FEC Encoder/Decoder: An optional layer is responsi- comest, = t. + duration(packet). In general, every
ble for inter-packet forward error correction encoding andtime we send a packet, we recompute the virtual time:
decoding. For our implementation we modify a FEC li- t, = max(t.,t,) + duration(packet). And every time
brary [22] that uses erasure codes based on Vandermondepacket is sent we check that the virtual time after send-
matrices computed over F'(2™). At the receiver, the re- ing this packet will not exceed the end of the send slot. If
ception of anyK out of the NV packets enables the recovery the end exceeds the end of the slot, we postpone the packet
of the original packets. We choose this scheme becausentil the next slot. Although our synchronization scheme
in loss-less situations, it introduces very low latencye th works reasonably well, we intend to move this part of the
original K packets can be immediately sent by the encodesystem into the interface firmware for increased accuracy.



5 Experimental Evaluation | Description [ Unidir [ Bidir |

) ) _ ) o Standard TCP Same Channel | 2.17 211
The main goals of WiLDNet are to increase link utilization [Siandard TCP Different Channels3.95 450

gnd to e]iminate t_he variqus sources of packet_ Ioss: observed- Wi D TCP, Same Channel 312 4.86
in a typical multi-hop WILD deployment, while simulta- % 5 TCP, Different Channels | 3.14 | 4.90
neously providing flexibility to meet different end-to-end
application requirements. Ramanal. [20] show the im- _ } . )
provements gained by the 2P-MAC protocol in simulationthroughput Improvements over a two-link multl-hop wire-
and in an indoor environment but not in a real deploymen{€SS Path, assuming bidirectional TCP traffic.

in outdoor settings. We believe these are the first actual We illustrate this by deploying WiLDNet on our testbed
implementation results of a protocol similar to 2P over anShown in Figure 1. \We measure TCP throughput between

outdoor multi-hop WiLD network deployment. nodesk” andM in two configurations: (a) operating on top

retransmission and (b) operating over WiLDNet featuring

e We analyze the ability of WiLDNet to maintain high per- @nter—link synchronization. We are in_terested in compar-
formance (high link utilization) over long-distance WiLD ing the performance of these scenarios for the case when
links. At long distances, we demonstrate 2-5x im-the links operate on the same channel; however, in or-

provements in bidirectional TCP throughput over standardler to quantify the effect of interference, we also perform
802.11. the same experiments with the links operating on different,

o Next, we evaluate the ability of WiLDNet to scale to mul- non-overlapping channels, in which case the interference i

tiple hops and eliminate inter-link interference. WiLDNet @lmost zero, as previously shown in Figure 3.

yields a 2.5x improvement in bidirectional TCP throughput We perform all our experiments 10 times for one minute

on our real-world multi-hop setup. each, and show the average results in Table 1. For bidi-
« Finally, we evaluate the effectiveness of the two adaptiveectional traffic, we present the sum of throughputs in each
link recovery mechanisms of WiLDNet: Bulk Acks and direction.

Table 1:Multi-hop TCP throughput comparison (in Mbps)

FEC. We can see that, for same channel operation, the bidirec-
tional TCP throughput with WiLDNet (4.86 Mbps) is more
5.1 Single Link Without Channel Losses than twice the throughput observed over standard 802.11

(2.11 Mbps). The improvement is substantially lower for

In this section we demonstrate the ability of WiLDNet to the unidirectional case (3.14 Mbps versus 2.17 Mbps), be-
eliminate link under-utilization and packet collisionsspaa  cause the WILD links are constrained to send in one direc-
single WILD link. We compare the performance of WiLD- tion only roughly half of the time.
Net with the CSMA (2 retries) base case. Unidirectional Another key observation we make is that WiLDNet is ca-
and bidirectional results with various distances (on the empable of eliminating almost all inter-link interferenceni¥
ulator) are presented in Figure 9 and Figure 10 respectivelys shown by the fact that the throughput achieved by WiLD-

Figure 9 shows the performance of WiLDNet over a uni-Net is almost the same, whether the links operate on the
directional link. The lower unidirectional throughput of same channel or on non-overlapping channels. This result
WILDNet, approximately 50% of channel capacity, is dueis very important, as it makes channel allocation a non-
to symmetric slot allocation between the two end points ofissue.
the link. However, over longer links<(50 km), the TDMA- It is worth mentioning that the links used for these exper-
based channel allocation avoids the under-utilization o§ments are short (below 25 km); consequently, this setup
the link as experienced by CSMA. Also, beyond 110 km,jsplates the improvements due to inter-link synchroniza-
CSMA begins to retransmit repeatedly after timing outtijon. Unfortunately, we were unable to experiment on two
waiting for Acks. long (50+ km) adjacent links, which would have illustrated

Figure 10 shows the performance of WiLDNet over athe combined advantage of using the long-distance modifi-

bidirectional TCP flow. In this case, WiLDNet effectively cations together with synchronization across severaslink
eliminates all collisions occurring in presence of bidirec

tional traffic. TCP throughput of 6 Mbps is maintained
constant and close to the channel capacity in the bidirec5. 3 WiLDNet link-recovery mechanisms
tional case, at increasing distances.
Our next set of experiments evaluate WiLDNet’'s adaptive
5.2 Multiple Hops link recovery mechanisms in conditions closgr tq the real
world, where errors are generated by a combination of col-
This section validates that inter-link interference isreli lisions and external interference. We evaluate the bulk
inated by our TDMA synchronization across links, and ACK mechanism as well as the FEC mechanism to recover
shows how this modification yields more than 2x TCPfrom loss.
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Figure 9:Unidirectional TCP Figure 10:Bidirectional TCP ~ Figure 11:Bidirectional TCP with 10% chan-

nel loss rate
5.3.1 Bulk ACK recovery mechanism

. . . . . —~—* 1MB/s,No loss Aeh MBS, 25% loss
For our first experiment, presented in Figure 11, we uni- Y e = MBIsNoloss =B 2MB/s,25% loss

formly vary the link length on the emulator, and we intro- m | ®—®3MBisNoloss -®-®3MB/s,25% loss
duce a 10% error rate through external interference. We % 12: - N N e ) |
again measure TCP bidirectional throughput, and compare £ ¢ |
the same variations as the ones used in the previous sec- — 4

tion. Again, WiLDNet performs the best, with throughput 24
unafected by dtance shce e Skingundou e 0 % 5 4 0w
to the stop-and-wait used in 802.11 CSMA. Due, tothe 10% . _ Redundancy, %) )

error, WIiLD incurs a constant throughput penalty of ap_";rlg#iz:ei 3131 42(‘)’eg;fjdugpthgBeé'cgg(':rl‘(get:”:t d:ﬁ:’(d'ggt;;gez‘:"

E:gxllrgately 1 Mbps compared to the no-loss case in F'g'lleps in802.11b

loss, when decoding also takes place, the measured jitter
increases. However, the magnitude of the jitter is very
small and well within the acceptable limits of many in-
teractive applications (voice or video), and decreasds wit
higher throughputs (since the decoder waits less for redun-
dant packets to arrive).

Moreover, considering the combination of FEC with
TDMA, the delay overheads introduced by these methods
overlap, since the slots when the host is not actively send-
ing can be used to perform encoding without incurring any

In our second experiment we fix the distance to 80 kmadditional delay penalties.
and uniformly vary external error rates. The measurement
results, presented in Figure 12, show that WiLDNet main-
tains roughly a 2x improvement over standard CSMA with®  Tradeoffs
four retries, for packet loss rates up to 30%. ) ) o ] ) )

We also compared the performance of standard 802.19N€ Of the main design principles of WILDNet is to build
MAC, and WILDNet with retries enabled. We fixed the & System that can be configured to adapt to different appli-
distance to 80 km, and varied the channel induced loss rat&&tion requirements. In this section we explore the trade-
uniformly from 0 to 50%. Our measurements show that off space of throughput, delay and delivered error rates by

WILDNet maintains roughly a 2x improvement for packet varying the slot size, number of bulk retransmissions and
loss rates up to 30%. FEC redundancy parameters. We observe that WiLDNet

can perform in a wide spectrum of the parameter space,
and can easily be configured to meet specific application
requirements.

To measure the jitter introduced by the FEC mechanism,

we performed a simple experiment where we measured thG_]_ Choosing number of retransmissions
jitter of a flow under two conditions: in the absence of any
loss and in the presence of a 25% loss. Figure 13 showshe first tradeoff that we explore is choosing the number
overhead of WiLDNet's FEC implementation. We can seeof retries to get a desired level of final error rate on a
that in the absence of any loss , when only encoding ocWiLD link. Although retransmission based loss recovery
curs, the jitter is minimal. However, in the presence ofachieves optimal throughput utilization, it comes at a cost

[ee)

® CSMA (1 retries)
4 CSMA (4 retries)
® WiLDNet

o

Throughput (MB/s)
N »~

o

0 10 20 30 40 50 60
Loss rate (%)

Figure 12:Bidirectional throughput for increasing loss

5.3.2 Forward Error Correction (FEC)
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Figure 14:Avg delay with various retries Figure 15:Throughput for various slot sized=igure 16:Avg delay for various slot sizes

of increased delay; the loss rate can be reduced to zero biiroughput reducing slightly at higher slot size. This is

arbitrarily increasing the number of retransmissions at th because the throughput-delay product of the link increases

cost of increased delay. This tradeoff is illustrated in-Fig with slot size, but the send TCP window sizes are fixed.

ure 14 which shows a plot of delay versus error rate forUDP throughputis not affected at higher slot sizes.

varying channel loss rates (10% to 50%). Retries are in- In the next experiment, we measure the average UDP

creased from O to 10 in increments of 1 moving from right packet transmission delay while varying the slot size, for

to left for a given line in the figure. All the tests are unidi- several channel error rates. The results are presentegtin Fi

rectional UDP tests at 1 Mbps for a fixed slot size of 20ms.ure 16; each series represents a unidirectional UDP test at a

For example, at a loss rate of 50%, 3 retries are require@articular channel loss rate. For this test a packet isnstra

to reduce the error rate to 5%, which leads to a delay ofitted until it is acknowledged by the receiver. Figure 16

approximately 110 ms. We can see that as we try to reducshows the increase in delay with increasing slot size. It is

the final error rate at the receiver, we have to use more reclear that slot sizes beyond 20 ms do not result in substan-

tries and this increases the average delay. In addition, wgally higher throughputs, but they do result in much larger

also observe that larger the number of retries, larger théelay. Thus, if delay constraints are not too stringent, a

end-to-end jitter (especially at higher loss rates). good choice for a slot size is 20ms. However, if lower de-
This tradeoff has important implications for applications lay is required, smaller slots can be used at the expense of

that are more sensitive to delay and jitter (such as real timgome throughput overhead consumed by the switching be-

audio and video) as compared to applications which requir@veen the transmit and receive modes.

high reliability. For such applications, we can achieve a

balance between the final error rate and the average delaé/ ]

by choosing an appropriate retry limit. For applications®.3 Choosing redundancy parameters for

that require improved loss characteristics without inicgyr FEC

a delay penalty, we need to use FEC for loss recovery.

6.2 Choosing slot size

-+—= Target 10%
-=—= Target 5%
The second tradeoff that we explore is the effect of slot o Target I
size. The two factors that affect slot size are the end-tb-en
delay requirements of the application and the overhead in
switching from transmit to receive mode.

We first analyze the effect of slot size on received
throughput. Our experiments are performed on a 60-
km emulated link with 10% packet loss rate. Figure 15
presents the UDP and TCP throughputs for various slot The primary FEC parameter that we can tune is the redun-
sizes. Ideally, we would not expect the received throughdancy factorr = (N — K)/K, also referred to as through-
put to change with slot size. However, as discussed imput overhead. While FEC incurs a higher throughput over-
Section 3.2, switching between send and receive slots inhead than retransmissions, it incurs a smaller delay penalt
curs a fixed overhead. This overhead is non-negligible foas illustrated earlier in Section 5.3.2. To analyze theerad
the Click-based WiLDNet implementation. Although this off between FEC throughput overhead and the target loss-
overhead is constant for all slot sizes, it occurs more ofrate, we consider the case of a single WILD link (in our
ten at smaller slots sizes. As a consequence, as seen émulator environment) with a simple Bernoulli loss-model
figure 15, at small slot sizes the achieved throughput igevery packet is dropped with probability. Here, we set
lower as well. However, the UDP throughput levels off a specific value of and measure the observed target loss-
beyond a slot size of 20 ms. We also observe the TCPate for different values of. Figure 17 shows the amount

Bandwidth overhead (%)

10 15 20 25 30
Original loss rate (%)

Figure 17:FEC Throughput Overhead vs Channel loss rate
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of redundancy required to meet three different target losskayer recovery mechanisms in wireless environments. To
rates of 10%, 5% or 1% for different error rates (namelycompare the WiLDNet bulk ACK recovery mechanism
p). The primary observation we make is that in order towith recovery at a higher layer, we experimented with a
achieve very low target-rates, FEC needs to expend a lotersion of the original Snoop protocol [3] that we modified
of throughput overhead (for example, FEC incurd)@%  to run on WILD links. Basically, each WILD router ran
throughput overhead to reduce the loss-rate f8f% to  one half of Snoop, the fixed host to mobile host part, for
1%). each each outgoing link and integrated all the Snoops on
In general, the redundancy factor required to achieve different links into one module.

certain target loss rate, is dependent on three factors: (@) We measured the performance of modified Snoop as a re-
the target loss-ratg; (b) the loss characteristics of the un- covery mechanism over both standard 802.11 (CSMA) and
derlying channel; (c) the predictability of losses in the un over WiLDNet with no retries. We found that WiLDNet
derlying channel. In general, when a channelis very burstyyas still 2x better than Snoop. We also saw that Snoop was
and has an unpredictable burst arrival pattern, itis vergtha petter than vanilla CSMA only at lower error rates (less
for FEC to achieve arbitrarily low target loss-rates. How-than 10%). Thus, this indicates that higher layer recovery

ever, in such conditions, FEC can be used to deal with longnechanisms might be better than stock 802.11 protocol, but
bursty periods as well as steady residual loss periods tenly at lower error rates.

reduce the perceived loss-rate while incurring little glela Other WiFi-based MAC protocols: Several recent ef-
penalty. o forts have focused on leveraging off-the-shelf 802.11 hard
In general, for applications that can tolerate one round of, 5« to design new MAC protocols for different purposes.
retransmissions, one can perceive different combinationévenay MAC Layer(OML) [21] provides a deployable ap-
of FEC and retransmissions that can provide a tradeoff beﬁroach towards implementing a TDMA style MAC on top
tween overall throughput overhead, delay and target 10SSs¢ the 802,11 MAC using loosely-synchronized clocks to
rate. In the case of a channel with a stationary loss disgqyige applications and competing nodes better control
tribution, OverQoS [25] shows that the optimal policy 0 o\ the allocation of time-slots. SoftMAC [17] is a plat-
minimize overhead is to not use FEC in the first round butt, . that can be used to build experimental MAC proto-
use it in the second round to pad retransmission packets. Ig,;s MultiMAC [10] builds on SoftMac to provide a plat-
the face of unpredictable and highly varying channel 10, where multiple MAC layers can co-exist in the net-

conditions, an alternative promising strategy is to use FEQNorking stack and any one can be chosen on a per-packet
in the first round during bursty periods to reduce the pery,qis.

ceived loss-rate. . . . .
WiMax: An alternative to WiLD networks is

WiMax [27]. WiMax does present many strengths
7 Related Work over a WiFi: configurable channel spectrum width (and
consequently datarate), better modulation (especially fo

Long Distance WiFi: The use of 802.11 for long distance non-line of sight scenarios); operation in licensed sp@otr
networking, characterized by directional links and multi- with higher transmit power, and thus longer distances. On
ple radios per node, raises a new set of technical issud§e other hand, WiMax currently is primarily intended for
that were first illustrated in [4]. Ramaet albuilt upon  carriers (like cellular) and does not support point-torpoi
this work in [20, 19] and proposed the 2P MAC proto- mode of operation. In addition, WiMax basestations
col. WiLDNet builds upon 2P to make it robust in the face are expensive ($10,000) and the high spectrum license
of high loss and reduce the channel under-utilization dugosts in most countries dissuade grassroot style deploy-
to 802.11’s stop and wait recovery mechanism. Specifiments. Currently it is also very difficult to obtain licenses
cally we modify 2P’s implicit synchronization mechanism for experimental deployment and we are not aware of
as well as build in two adaptive bulk ACK based and FECopen-source drivers for WiMax basestations and clients.
based link recovery mechanisms. However, most of our work in loss recovery and adaptive

Other wireless loss recovery mechanismsThere is a FEC would be equally valid for any PHY latyer (WiFi
large body of research literature in wireless and wirelineand WiMax). With appropriate modifications and cost
networks that have studied the tradeoffs between differerfeductions, WiMax would serve as a more suitable PHY
forms of loss recovery mechanisms. Many of the classic erlayer for WiLD networks.
ror control mechanisms are best summarized in the book by Performance characterization: The study carried out
Lin and Costello [15]. OverQoS [25] performs recovery by by Shethet al. [23] on a detailed analysis of loss charac-
analyzing the FEC/ARQ tradeoff in variable channel con-terisation on our WiLD network deployments shows that
ditions and the Vandermonde codes are used for reliablss rates in long-distance links are correlated with exter
multicast in wireless environments [22]. nal interference, but multipath does not have any signifi-

Of particular interest for this work are the Berkeley cant effect. The Roofnet project [1, 13] on the other hand
Snoop protocol [2] which provides transport-aware link- concludes that the main source of loss in their urban mesh
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deployment was due to multipath interference. They see [8] Connecting

no correlation between loss rate and external WiFi inter-
ference. The authors in [7] analyse the effect of lots of

factors like SNR, packet size, bitrate and weather on loss

rates in long distance links. Jamiessiral.[12] experimen-
tally evaluate the limitations of carrier-sense with respe

to achieving high throughput in multi-hop environments. [11]

Garettoet al.[11] show that CSMA performs very badly in

multihop wireless networks, and that this is not due to any
particular implementation of a CSMA protocol, but is in- [12]
deed a general coordination problem in multihop wireless
networks. In this paper, we study the limitations of CSMA [13]

in WILD network settings.

8 Conclusion

The commoditization of WiFi (802.11 MAC) hardware has [15]
made WILD networks an extremely cost-effective option 6]

for providing network connectivity, especially in rurakre

gions in developing countries.

But an important stum-

bling block in realizing this possibility is the performanc

problems that these networks observe in real-world deploy
ments. In this paper, we have attempted to bridge this gap
and have identified the set of link- and MAC-layer modi- [18]

fications essential for achieving high throughput in multi-
hop WILD networks. Specifically, using a detailed perfor-

mance evaluation, we show that the conventional 802.11

protocol s ill-suited for WiLD settings. Our proposed solu

tion provides a 2-5x improvement in TCP throughput over
the conventional MAC. Encouraged by these initial results
on our long distance outdoor testbed, we will now imple-
ment these modifications in our live rural deployments in

India and Ghana. We expect that these improvements cal?1]
have significant impact in accelerating the penetration of

feasible network connectivity options in rural regions.
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