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Summary

● Convolutional Neural Network
○ Learning Convolutions
○ CNN for Classification
○ CNN for Segmentation

● Autoencoder (AE)
○ Birth of Autoencoder
○ U-Net
○ PyTorch Implementation in HW 2

● Other Applications for Autoencoder
● Neural Encoding and Decoding with Deep Learning for Dynamic Natural 

Vision



Convolution Neural Network



CNN



Convolution: from fixed to learnable

Expert-Designed Convolution: SIFT, HoG, LBP, …

LBP

Learn Flexible Parameters

Convolution in CNN



FC Activation: From Step Function to Sigmoid



CNN Activation: From Sigmoid to ReLU



Representation



Inference

https://datas
cience.stacke
xchange.com
/questions/2
7506/back-
propagation-
in-cnn



Learning

● Details:
● https://www.slideshare.net/EdwinEfranJimnezLepe/example-feedforward-backpropagation
● https://medium.com/@2017csm1006/forward-and-backpropagation-in-convolutional-neural-network-4dfa96d7b37e

https://www.slideshare.net/EdwinEfranJimnezLepe/example-feedforward-backpropagation
https://medium.com/@2017csm1006/forward-and-backpropagation-in-convolutional-neural-network-4dfa96d7b37e


CNN for Image Classification



Vanilla Structure for Image Classification



Convolutional Unit (CU) - VGG

3x3 Conv 
Layer

3x3 Conv 
Layer

Image Source (Inception): Szegedy, Christian, et al. "Rethinking the
inception architecture for computer vision." CVPR. 2016.



Basic Block in ResNet

3x3 Conv 
Layer

3x3 Conv 
Layer

ResNet: He, Kaiming, et al. "Deep residual learning
for image recognition." CVPR. 2016.

• Residual Connection
• Element-wise addition of input and output
• Improves gradient flow and accuracy
• In ResNet-18 and ResNet-34
• Still computationally expensive

• Hard to train very deep networks (> 100 layers)



Bottleneck in ResNet

3x3 Depth-
Conv Layer

1x1 Conv 
Layer

• Used in ResNet-50, ResNet-101, ResNet-152, etc...
• Computationally Efficient

Influence:
• Bottleneck unit with Depth-wise convs

• MobileNetv2
• ShuffleNetv2

• MobileNetv2: Sandler, Mark, et al. "Mobilenetv2: Inverted residuals and
linear bottlenecks." CVPR, 2018.

• ShuffleNetv2: Ma, Ningning, et al. "Shufflenet v2: Practical guidelines for
efficient cnn architecture design." ECCV, 2018.

1x1 Conv 
Layer



Other Structures and Blocks

● InceptionNet, 2014, 2016 (v4)
● DenseNet, 2016
● MobileNet, 2017
● ESPNet, 2018
● EfficientNet, 2019
● RegNet, 2021
● ...

Transformer-based (Not convolutional)
● ViT, 2020
● DERT, 2020



CNN for Semantic Segmentation



HW 2



Encoding in Brain

● Brains can:
○ Encode, store and recall information
○ Learn and adapt from previous 

experiences 
○ Build relationships of data

● Encoding allows a perceived 
item to be converted into a 
construct that can be stored 
within the brain and recalled 
later.

● Studied since 1880s.

(Wikipedia)



Encoding in Computer



1969 1987



Hinton, Geoffrey E., et al. "The" wake-sleep" algorithm for unsupervised neural networks." Science 268.5214 (1995): 1158-1161.



Autoencoder (aka, Encoder-Decoder)

● PCA (SVD)
● Boltzmann machines
● Wake-Sleep Algorithm
● Information Theory
● Unsupervised Learning



FCN: From MLP to Convolutional

Long, Jonathan, Evan Shelhamer, and Trevor Darrell. "Fully convolutional networks for semantic segmentation." Proceedings of the IEEE conference on 

computer vision and pattern recognition. 2015.



U-Net



FCN



U-Net



Applications of U-Net

● Nuechterlein, Nicholas, and Sachin Mehta. "3D-ESPNet with pyramidal refinement 
for volumetric brain tumor image segmentation." MICCAI. Springer, Cham, 2018.

● Nikolov, Stanislav, et al. "Clinically Applicable Segmentation of Head and Neck 
Anatomy for Radiotherapy: Deep Learning Algorithm Development and Validation 
Study." Journal of Medical Internet Research 23.7 (2021): e26151.

● Wilson, Marc, et al. "Validation and Clinical Applicability of Whole-Volume 
Automated Segmentation of Optical Coherence Tomography in Retinal Disease 
Using Deep Learning." JAMA ophthalmology 139.9 (2021): 964-973.

● Wang, Shanshan, et al. "Annotation-efficient deep learning for automatic medical 
image segmentation." Nature Communications 12.1 (2021): 1-13.



DeepLab

● Spatial Pyramid Pooling, 2016
○ Learn from different receptive fields

● Nowadays, DeepLab V3 +, 2017



Extra Credits for HW 2



U-Net Model



Create Data Loader



Gradient Descent (Adam)



Training



Other Applications of Autoencoder







https://blog.filestack.com/api/filestack-image-captioning-an-image-describer-using-attention-networks/



Wang, Xiaosong, et al. "Tienet: Text-image embedding 

network for common thorax disease classification and 

reporting in chest x-rays." IEEE CVPR. 2018.



Isola, Phillip, et al. "Image-to-image translation with conditional adversarial networks." Proceedings of the IEEE CVPR. 2017.



Gilbert, Andrew & Volino, Marco & Collomosse, John & Hilton, Adrian. (2018). Volumetric performance capture 

from minimal camera viewpoints. 





Applications… Multi-Modality

The encode data and decode data can be…
● Image
● Video
● 3D Image
● Audio
● Text
● Signal
● More...



Neural Encoding and Decoding with 
Deep Learning for Dynamic Natural 

Vision





Overview

● Subjects were in an MRI machine watching colorful videos that contained 
various object categories. 

● fMRI showed activated areas of the brain as the subjects watched the videos. 
● Encoding and decoding models were developed and evaluated for 

describing the bi-directional relationships between the CNN and the brain.



Details

● Studied how the brain decodes visual information. 
● Acquired 11.5 hours of fMRI data from each of 3 human subjects watching 

972 different video clips including diverse scenes and actions. 
● Used AlexNet to extract hierarchical visual features from the movie stimuli. 
● Five convolutional layers and three fully connected layers. 
● Reduced the original 1000 categories to 15. 
● Compared the outputs of CNN units to the fMRI signals. 
● Trained encoding and decoding models for describing the relationship 

between the brain and the CNN.



FM = Feature Map





Findings

● The CNN recognizes the same object as the subject recognizes in the video 
from features in its penultimate layer. 

● They correlate those features with brain voxels for each object. 
● Then they can reconstruct the movie from the fMRI using a decoder. 
● And also determine which object category from the fMRI.



Discussions:

Do the results mean human brains and artificial neural 
networks work in a similar way?



Discussions:

Do the results mean autoencoder can map brain activity to 
stimulus?



Pros vs Cons of This Study

Pros: Cons:


