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Abstract

Extracting layers from video is very important for video
representation, analysis, compression, and recognition. As-
suming that a scene can be approximately described by mul-
tiple planar regions, this paper describes a robust novel ap-
proach to automatically extract a set of affine transforma-
tions induced by these regions, and accurately segment the
scene into several motion layers. First, a number of seed re-
gions are determined by using two frame correspondences.
Then the seed regions are expanded and refined using the
level set representation and employing graph cut method.
Next, these initial regions are merged into several initial
layers according to the motion similarity. Third, after ex-
ploiting the occlusion order constraint on multiple frames
the robust layer extraction is obtained by graph cut algo-
rithm, and the occlusions between the overlapping layers
are explicitly determined. Several examples are demon-
strated in the experiments to show that our approach is ef-
fective and robust.

1 Introduction

Automatic extraction of layers from video sequence has
broad applications, such as video compression and coding,
recognition, etc. Once, a motion segmentation is achieved,
a video sequence can be efficiently represented by different
layers. The major steps of motion segmentation consists
of: (1) determining the layer descriptions, which include
the number of layers and the motion parameters for each
layer; (2) assigning each pixel in the image sequence to the
corresponding layer and identifying the occluded pixels.

In an earlier work, Wang and Adelson proposed the use
of optical flow to estimate the motion layers, where each
layer correspond to a smooth motion field [17]. Ayer and
Sawhney combined MDL and MLE in an EM framework
to estimate the number of layers and the motion model pa-
rameters for each layer [1]. Several other approaches used
MAP or MLE for estimation of model parameters assuming
different constraints and motion models [18, 22, 7, 16, 12].

Another class of motion segmentation approaches is to
group the pixels in a region by using linear subspace con-
straints. In [6, 5], Ke and Kanade first expanded the seed
regions into the initial layers by using k-connected com-
ponents. After enforcing a low dimensional linear affine
subspace constraint on multiple frames, they clustered these
initial layers into several groups, and then assigned the im-
age pixels to these layers. Zelnik-Manor and Irani also used
the homography subspace for planar scenes to extract a spe-
cific layer and to register the images based on this layer [21].

Recently, graph cut [2, 8, 9, 3] was proposed to success-
fully minimize energy functions for various computer vi-
sion problems, such as stereo, image segmentation, image
restoration, texture synthesis [10], etc. After formulating
these different problems into graph cut framework, an op-
timal solution of energy minimization problem can be ob-
tained in a polynomial time. In the motion segmentation
area, Shi and Malik first used the normalized graph cut to
extract layers from a video sequence [14]. However, since
they grouped pixels based on the affinity of motion pro-
file, a local measurement, their method ignored the global
constraints and appeared unstable for the noisy image se-
quences. Wills et al proposed the use of graph cut to ex-
tract layers between two wide baseline images [19]. After
employing the RANSAC technique, they clustered the cor-
respondences into several initial layers, then performed the
dense pixel assignment via graph cut for these two images.

After extensively reviewing the previous work on motion
segmentation, we did not find any work in the literature,
which deals with the explicit detection of the occluded pix-
els that do not belong to any layer. However, the occlusion
problem has been widely studied for a long time in stereo
algorithm [8, 9, 4]. The accurate detection of the occluded
areas is very important to improve the dense disparity maps
and the quality of 3D reconstruction. Similarly, in motion
segmentation area, this occlusion problem is essential to de-
tect the discontinuities between the overlapping layers and
improve the quality of the layer boundaries.

In this paper, we propose a novel approach to extract ac-
curate layer representations from a video sequence and ex-



plicitly determine occlusions between the overlapping lay-
ers. Our algorithm is implemented in two stages. In the
first stage, we determine seed correspondences over a short
video clip (3-5 frames). Then, we gradually expand each
seed region from an initial rectangular patch of fixed di-
mensions into an enlarged support region of an arbitrary
shape. This is achieved using a graph cut approach inte-
grated with the level set representation. After that, we em-
ploy two-step merging process to obtain a layer description
of the video clip. In the second stage, according the ob-
servation of that the occlusion area is increasing with the
temporal order, we introduce the occlusion order constraint
over multiple frames segmentation. After applying this con-
straint on the graph cut algorithm, we obtain a stable and
accurate video segmentation in terms of layers and their 2D
motion parameters. At the same time, the occluded pixels
between overlapping layers are correctly identified, which
greatly improve the quality of the layer boundaries.

The paper is organized as follows. Section 2 addresses
how to extract layer descriptions from short video clips.
Section 3 deals with the use of the occlusion order con-
straint and a multi-frame graph cut algorithm for obtaining
precise layer segmentation in the presence of occlusion. In
Section 4, we demonstrate several results obtained by our
method.

2 Layer descriptions extraction

In our approach, the first stage is to extract the layer de-
scriptions from video sequence, which include the number
of layers and the motion parameters for each layer. In this
stage, we first detect the robust seed correspondences over a
short video clip. Next, using the previous shape prior of the
seed region, the region’s front is gradually propagated along
the normal direction using bi-partitioning graph-cut algo-
rithm integrated with the level set representation. Third, we
use a two-step merging process to merge the seed regions
into several groups, such that each group belongs to a sin-
gle motion field.

2.1 Determining robust seed correspon-
dences

In order to correctly extract the layer descriptions, we con-
sider a short video clip L instead of only two consecutive
frames. The reason is that if the motion between two con-
secutive frames is too small, the motion parameters of dif-
ferent layers are not distinct to extract. Therefore, we use an
average pixel flow ν̄ of the seed correspondences as a mea-
surement to decide the number of frames in the video clip
L. If ν̄ between In and I1 is greater than some threshold
(i.e. 3 pixels), the number of frames L is set to n.

In our approach, first we detect the Harris corners in the
first frame, then we use KLT tracking algorithm [15] or our
matching algorithm [20] to track the corners over this short
period using a 17 × 17 window support. Since the Harris
corners are located in the textured areas, we can obtain reli-
able affine transformations for the seed regions, and skip the
non-textured areas, where the motion parameter estimation
is unreliable.

2.2 Expanding seed regions

Once the seed correspondences are determined between
frames I1 and In, we consider a 17 × 17 window patch
around each seed corner as an initial layer, which corre-
sponds to a planar patch in the scene. This way, we get a
number of initial layers, and each layer is supported by a
small patch with the corresponding affine transformation.
Nevertheless, the affine motion parameters estimated us-
ing the small patches may over-fit the pixels inside the re-
gion, and may not correctly represent the global motion of a
larger region. Particularly, when the corner is located at the
boundary of two true layers, the over-fitting may introduce
a serious distortion on this patch after applying the affine
transformation.

One straightforward solution is to simply extend the re-
gion by including neighboring pixels which are consistent
with the affine transformation. Such pixels can be deter-
mined by applying threshold to the SSD (Sum of Squared
Differences) computed between the original and warped
windows. However, this scheme has two problems: First,
the resulting expanded region may not be compact and
smooth. Second, the new patch may include the pixels from
multiple layers, and may not be consistent with a single pla-
nar patch in the scene. Fig. 1.b shows one sample result
obtained by using this simple scheme. The seed region is
originated from the seed on the rotating ball (Fig. 1.a). Af-
ter expanding the boundary and partitioning by applying a
simple threshold, the region is not that smooth, and it also
includes the pixels from the other layers.

In order to deal with these problems, we propose a novel
approach to gradually expand the seed region by identify-
ing the correct supporting pixels by using the bi-partitioning
graph cut method and employing the level set representa-
tion. We introduce a smoothness energy term, which can
maintain the partitions piecewisely smooth and naturally
solve the first problem. Then, using level set representa-
tion, the contour of the seed region is gradually evolved by
propagating the region’s front along its normal direction.

A weighted graph G = 〈V, E〉 is defined by a set of nodes
V (image pixels) and a set of directed edges E which con-
nect these nodes as shown in Fig. 2. In this graph, there are
two distinct nodes s and t, called the source and sink respec-
tively. The edges connected to the source or sink are called
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Figure 1: Region expansion process. Top: A procedure for expansion of an initial 17 × 17 seed region (a) to a large support
region. (b) The simple expansion and partitioning. (c) bi-partitioning without the level set representation. (d) and (f)
respectively are the expansions of the seed region during the first and fourth iterations using the level set representation. (e)
and (g) are the results obtained after the graph cut partitioning. Bottom: Several results from the mobile-calendar (h) and
flower-garden sequences (i), where the new region can have an arbitrary compact contour. The last three images (j) show
three poor seed regions detected by employing the coverage threshold. Note: The red box is the initial seed region. The green
contours are obtained after using bi-partitioning algorithm.

t-links, such as (s, p) and (p, t). The edges connected to
two neighboring pixel nodes are called n-links, which have
two directions, such as (p, q) and (q, p).

The problem of expanding the seed region can be easily
formulated into the graph cut framework as a bi-partitioning
problem of a vertex set. In this framework [2], we seek the
labelling function f by minimizing the energy

E = Esmooth(f) + Edata(f)

=
∑

(p,q)∈N
V (p, q) +

∑
p∈P

Dp(fp), (1)

where Esmooth is a piecewise smoothness term, the Edata

is a data error term, P is the set of pixels in the image, N is
a 4-neighbor system, fp is the label of a pixel p, Dp(fp) is
data penalty function, and V (p, q) is smooth penalty func-
tion1. In this bi-partitioning problem, the label fp of the
pixel p is assigned either 0 or 1. If fp = 0, the pixel p
is supporting this seed region, otherwise, this pixel is not
supporting the region.

In graph G, after setting the weights of t-links to Dp(0)
on the source side and Dp(1) on the sink side, and the
weights of n-links to V (p, q), we can compute the mini-
mum cut C using the standard graph cut algorithm and ob-
tain piecewise smooth partition of the supporting region.

However, the partitioning using graph cut cannot guar-
antee the gradual expansion or shrinking of a region along
the normal direction as shown in Fig. 1.c, where some pix-
els not belonging to this region are also included. Since
the contour information of the initial seed region is not in-
tegrated in the function given in equation 1, the graph cut
algorithm cannot correctly evolve the region contour along
the normal direction. In order to solve this problem, we

1This is a simpler version of Eq. 4.
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Figure 2: An example of a graph G for 1D image. Nodes p,
q, r, and o are the pixels in the image. After computing min-
imum cut C, the nodes are partitioned into supporting pixels
(source) and un-supporting pixels (sink). The weights of the
links are listed in the table on the right.

use the contour of the seed region as a prior to compute the
level set representation of this region. Then, after adjusting
the weights of the t-links for pixels on the region boundary
in graph G, we use the graph cut algorithm to gradually ex-
pand the seed region. The detailed process is described as
follows:

• Step 1: Construct a mask β of the original seed region,
which has a value in [0, 1], where the inside pixels of
the region are marked by 1 and the others are marked
by 0. Then, compute a level set v by simply convolving
the region mask β with a Gaussian kernel as: v = G ∗
β, where G is the Gaussian kernel.
For each pixel i, the vi inside of the seed region has
a high constant value, and the vi outside of the re-
gion falls down along the contour normal direction un-
til vi = 0. Therefore, we obtain an implicit surface
for this contour evolution, which can be represented by



level set [11, 13]. Here we propose another approach
to evolve the region contour by integrating the level set
representation into graph cut method as the next two
steps.

• Step 2: Warp the second image using the correspond-
ing affine transformation, and compute SSD between
the warped image and the first frame. Construct
a graph G for the pixel with vi > 0. Compute
data penalty Dp according to the computed SSD and
smoothness penalty V (p, q) for each link in this graph.

• Step 3: Use the level set v as a weight to change t-
links of each pixel at the sink side, then compute the
minimum cut C.
The weights of the pixels inside the region are al-
most not changed, while the weight (p, t) will decrease
when the pixel p is away from the boundary. As a re-
sult, the minimum cut C is most likely to cut the outside
pixels, and label them as the un-supporting pixels for
this region. This way, the seed region will gradually
propagate from the center to outside.

• Step 4: Use the new computed region as the seed re-
gion to compute a new affine transformation by mini-
mizing the image residue inside the region, then goto
Step 1 to do the next iteration. If the new region is
shrinking and cannot cover 75% area of the original
seed region (coverage threshold), it is discarded as a
poor initial layer.

After a few iterations of the above steps, the front of the
seed region will either expand or shrink along the normal
direction of the contour.

Fig. 1 shows a detailed process for seed region expan-
sion. Fig. 1.d shows the level set representation obtained
from the initial seed region (Fig. 1).a. Fig. 1.e and 1.g are
the partitioning results after the first and fourth iterations. In
the second row of Fig. 1, we show several results for seed
region expansion of the mobile-calendar and flower-garden
sequences. The last three images (Fig. 1.j) show that we can
identify the poor seed regions using the coverage threshold.
Most of these poor seed regions are located at the boundary
of multiple layers.

2.3 Two-step region merging process

After expanding the regions, each good seed region be-
comes an initial layer. Most of these layers may share the
same affine transformation. Therefore, we design a two-
step merging algorithm to merge these layers to obtain the
layer descriptions.

In the first step, we only merge the layers which over-
lap with each other. Given two regions R1 and R2, we test
if the number of overlapping pixels are more than half of
pixels in the smaller region. If this is true, we compute the

Figure 3: Four layers of the mobile-calendar sequence,
which are corresponding to the calendar, train, ball, and
wall respectively. The green contour is the region bound-
ary, and non-supporting pixels are marked by red. Note:
The non-textured areas may belong to several layers due to
their ambiguities, such as the white paper at the lower part
of the calendar in the mobile-calendar sequence.

SSD by warping the first region, R1, using the transforma-
tion H2 of the second region R2. Using this SSD as the
measure, we can detect how many pixels support H2 us-
ing the graph cut algorithm. If the majority (say 80%) of
pixels of R1 support R2, we merge these two regions and
recompute the motion parameters using the merged pixels.
Then, using bi-partitioning graph cut algorithm, we prune
the un-supporting pixels from the new region.

If only a few pixels of R1 support H2, we repeat the
process by warping R2 using the transformation H1 of R1.
In order to achieve large merged regions, we iterate the
whole process a few times (typically 3 to 4) to make sure
the merging process converges. As a result, only a few
large regions remain, and some of non-overlapping regions
may still share a single motion transformation. In the sec-
ond merging step, we merge these non-overlapping regions
using a similar process. Fig. 3 shows the results for the
mobile-calendar sequence.

3 Multi-frame layer segmentation in
presence of occlusion via graph cut

In this section, we will address the following problem:
Given the extracted layer descriptions, how to compute an
accurate layer segmentation in presence of occlusion using
multiple frames of this short video clip. In this paper, we
propose an approach to explicitly identify the occluded pix-
els, where every occluded pixel is assigned a new occlusion
label, foc. First, we will state the occlusion order constraint.
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Figure 4: The occlusion order in a short video clip contain-
ing five consecutive frames (the first image is the reference
image). The top row is the five-frame sequence, where a
solid circle is moving along the left-top direction. The bot-
tom images show that the occlusions (color areas) between
the first frame and the other frames are increasing with time.

Then, we embed this constraint into the labelling function,
which can be minimized using the multi-frame graph cut
algorithm.

3.1 Occlusion order constraint

With the intention of computing an accurate motion layer
segmentation of a video clip, first we analyze the occlusion
process over a temporal domain. Fig. 4 shows the occlu-
sion has a temporal order for a linearly moving object. It is
obvious that occlusion area is increasing with the temporal
order. During a short period (3-5 frames), this observation
is not violated if the object is not too thin or not moving
too fast. Therefore, based on this assumption, we state the
occlusion order constraint as follows:

• Rule 1: During a short period, if one pixel is occluded
between frames 1 and j, this pixel will also be oc-
cluded between frames 1 and (j + 1).

• Rule 2: If the pixel p is assigned a label fp between
frames 1 and j, then pixel p should be assigned either
fp or foc between frames 1 and k, where k > j; and
pixel p should be assigned fp between frames 1 and k,
where k < j.

According to this occlusion order constraint, only pixels at
the same image coordinates in two consecutive frame pairs
can influence each other, such as the frame pairs (1,2) and
(1,3).

Now, this multi-frame motion segmentation problem can
be formulated as an energy minimization problem of the
following function:

E =

n−1∑
j=1

(Esmooth(f) + Edata(f) + Eocc(f)) +

n−2∑
j=1

Eorder(f),

where j is frame number, and n is the total number of
frames. Compared to Eq. 1, there are two additional terms
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Figure 5: This graph is constructed by five consecutive
frames, which have four image pairs related to the refer-
ence image. The red lines separate each pair of images into
one block. The blue n-links are introduced to maintain the
occlusion order constraint. Note: Only part of the nodes
and links are drawn.

in this equation. The first one is Eocc(f), which is used to
impose the occlusion penalties for the occluded pixels be-
tween frames 1 and (j + 1). The second one is Eorder(f),
which is used to impose occlusion order penalties for main-
taining the occlusion order constraint on each consecutive
pair of image pairs.

3.2 Multi-frame motion segmentation

In order to minimize this energy function, we employ the
graph cut method and construct a graph G = 〈V, E〉 involv-
ing multiple consecutive frames as shown in Fig. 5. To il-
lustrate this, we stack four pairs of image nodes together in
this graph, note that each image pair involves the first frame
(the reference frame) and one of the other frames, which is
consistent with Fig. 4.

In Fig. 5, each image pair is separated by the red dotted
lines. In each image pair (1, j + 1), j > 1, and every pixel
p, there is a pair of nodes pj,0 and pj,1. All of these nodes
from the image pixels form a new subset A = V − {s, t}.
According to the occlusion order constraint, a set of order
n-links (blue edges), such as (p3,0, p2,0) and (p2,0, p3,0), are
added in the graph G to interact with the nodes at the same
image coordinates. To simplify the graph G, we only show
two nodes from one particular pixel p for each image pair
to illustrate these order n-links. The detailed sub-graph G1,2

for the first image pair is redrawn in Fig. 6.
Before we describe how to minimize the energy E for

the whole graph G, we first discuss the interaction of the
nodes in sub-graph G1,2, and then discuss how to assign the
weights to these links. To reduce the complexity, we only
show three pixel graphs p, q, and r in graph G1,2, where the
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Figure 6: A graph G1,2, where three basic pixel graphs
are shown corresponding to pixels p, q, are r respectively.
The n-links between neighboring pixels is to enforce the
smoothness penalties, such as (p1,1, q1,1) and (q1,1, p1,1).
The new blue n-links are introduced to enforce the sym-
metric property of the occlusion, such as (p1,0, r1,1) and
(r1,1, p1,0).

pixel graph corresponds to one pixel in the reference image,
and is the basic element to construct this whole graph.

In each pixel graph, there are two nodes, such as
p1,0 and p1,1, and one pair of occlusion n-links, such as
(p1,0, p1,1) and (p1,1, p1,0). If the minimum cut C cuts the
link (p1,0, p1,1), the pixel p is occluded. After assigning
weights Doc, ∞, Dp(fp), and Dp(α) on links (p1,0, p1,1),
(p1,1, p1,0), (p1,1, t), and (s, p1,0) respectively, Fig. 7 shows
three cases of Cs after applying the standard α-expansion
technique [2, 8] on one independent pixel graph. Let fp be
the original label of a pixel p in the reference image. The
pixel, p, will be assigned a new label fC

p as follows:

fC
p =




α if (s, p1,0) ∈ C, (s, p1,1) ∈ C (Fig.7.a),
fp if (p1,0, t) ∈ C, (p1,1, t) ∈ C (Fig.7.b),
foc if (p1,0, t) ∈ C, (s, p1,1) ∈ C,

(p1,0, p1,1) ∈ C (Fig.7.c),

(2)

where foc is the occlusion label. In the occlusion case, ei-
ther Dp(α) or Dp(fp) of pixel p is greater than the occlu-
sion penalty Doc. It means that it is not suitable to assign
either the original label fp or the new label α to this pixel.
Therefore, this pixel is an occluded pixel and is assigned
foc.

In graph G1,2, the smoothness energy term Esmooth(f )
is implemented by the smoothness n-links, which connect
each pair of neighboring pixel graphs such as (q1,1, p1,1)
and (p1,1, q1,1). In order to compute the smoothness penalty
term V (p1,i, q1,i) of a link (p1,i, q1,i), we warp the second

image I2 to obtain the warped image I
Hfi
2 by applying the

motion transformation Hfi
, corresponding to label fi, for

each label in the layer descriptions. Here

fi =

{
α if i = 0
fp if i = 1

. (3)
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Figure 7: Three possible cases after one α-expansion of an
independent pixel graph p. (a) p is assigned to the new label
α. (b) p will keep the original label fp. (c) p is occluded
and assigned to the label foc.

Therefore, the smoothness penalty term V (p1,i, q1,i) can be
computed as

V (pj,i, qj,i) =




4λ if max(|I1(p) − I1(q)|,
|IHfi

(j+1)(p) − I
Hfi
(j+1)(q)|) < 4,

2λ if 4 ≤max(|I1(p) − I1(q)|,
|IHfi

(j+1)(p) − I
Hfi
(j+1)(q)|) < 8,

λ otherwise,

(4)

where λ is an empirical constant, I1 is the first frame, I
Hfi

(j+1)
is the warped version of I(j+1) obtained by applying trans-
formation Hfi

.
To deal with the symmetric properties of the occlusion,

a set of new symmetric occlusion n-links are added to con-
nect the related nodes. In Fig. 6, a pair of symmetric n-links
are added to connect these two nodes, such as the blue dot-
ted links (r1,1, p1,0) and (p1,0, r1,1). With the help of these
symmetric n-links, the occlusion penalties from frame 2 to
frame 1 are also specified.

After assigning weights 0, ∞, ∞, and 0 to order n-
links (p(i+1),0, pi,0), (pi,0, p(i+1),0), (p(i+1),1, pi,1), and
(pi,1, p(i+1),1) respectively, the occlusion order constraint
is fully satisfied, which can be easily verified by assuming
the minimum cut position.

Fig. 8 compares the segmentation results obtained using
five frames with those obtained using only two frames. Due
to the use of multiple frames, the artifacts are removed and
the segmentation results are consistent as shown in Fig. 8b-
d. Moreover, it is obvious that the occluded areas between
the overlapping layers increases with the time.

4 Experiments

We have tested our approach on two standard motion se-
quences, mobile-calendar and flower-garden (Fig. 9), and
one additional car-map (Fig. 10) sequence.
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Figure 8: Segmentation results of frame 1 in the mobile-calendar sequence. Top: The segmentation results obtained by using
only two frames. Bottom: The multi-frame segmentation results obtained by using five frames (1-5). (a − d) Segmentation
results between frames 1 and 2-5 respectively. The red pixels in segmented images are the occluded pixels.

Fig. 9 shows the segmentation results for the mobile-
calendar and flower-garden sequences. We used five frames
to extract the layers for the mobile-calendar sequence, and
used three frames to extract the layers for the flower-garden
sequence. We also compared our results with the the other
methods [6, 5, 17, 1] for these two standard sequences.
Since the ground truth of these data are not available, we
have to limit our analysis to the qualitative comparisons.
Our approach can explicitly determine the occluded pixels,
and in our results, the boundaries between overlapping lay-
ers are more precise and finer than the previous methods.

We also applied our method to our own sequence with
a large occlusion, car-map (Fig. 10), where the car is mov-
ing behind the map and the scale of the car is apparently
changed. The sequence is taken by a hand-held moving
video camera. During some frames, most parts of the car
are occluded by the map. Once the car moves behind the
map, it is very difficult to compute the correct motion pa-
rameters for car layer based on a small region of the car
due to the over-fitting problem. Therefore, we use a com-
mon tracking technique to predict the motion parameters
based on the previous frames. If the region shrinks by some
amount (say 20%) and the predicted motion parameters are
much different than the new estimated parameters, we keep
the predicted parameters to perform the segmentation. The
results are shown in Fig. 10.

In all of our experiments, once the layer descriptions
are extracted, the average computational time for one frame
segmentation is less than 30 seconds. Note: All of our re-
sults are also available at our web site [23].

5 Conclusions

In this paper, we presented an effective method to extract
robust layer descriptions and to perform an accurate layer
segmentation for image sequences containing 2-D motion.
Our contributions consist of: (1) Initial layer descriptions
by integrating the level set representation into the graph cut
method to obtain gradually expanding seed regions. (2) Us-
ing the occlusion order constraints, we successfully com-
bine multiple frames to compute accurate layer segmenta-
tion and explicitly detect the occluded pixels, which have
not been done before.

In the future, we will investigate the relationship between
the level set and graph cut methods, and unify these two
approaches into one framework for different applications.
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