
Learning Melanocytic Proliferation Segmentation in 
Histopathology Images from Imperfect Annotations
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What is melanoma?
● Third most common type of skin cancer[1,2]
● Responsible for most skin cancer deaths[1,2]
● >63,000 diagnosed cases and 9,000 deaths from melanoma each 

year in US between 2007-2011[3]

[1] Jemal, Ahmedin, et al. "Recent trends in cutaneous melanoma incidence and death rates in the United States, 1992-2006." Journal of the American Academy of Dermatology 65.5 (2011): S17-e1.
[2] Jemal, Ahmedin, et al. "Annual report to the nation on the status of cancer, 1975–2009, featuring the burden and trends in human papillomavirus (HPV)–associated cancers and HPV vaccination coverage levels." JNCI: Journal of the 
National Cancer Institute 105.3 (2013): 175-201.
[3] NNAM Howlader, et al. Seer cancer statistics review, 1975-2016. National Cancer Institute, 2019.

Early Diagnosis of Melanoma

[3]
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Melanoma Diagnosis
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Melanoma Diagnosis

Pagetoid spread

Confluent growth
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Atypical dermal 
melanocytes

Melanoma in situ Invasive (malignant ) melanoma



Melanoma Diagnosis

Melanocytic Proliferations
★ Singly dispersed melanocytes
★ Nested melanocytes
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Melanoma Diagnosis
•
•

•
•

Melanocytic Proliferations
★ Singly dispersed melanocytes
★ Nested melanocytes

Can we develop a system to automatically 
point out melanocytic proliferations?

We developed a pipeline to identify image-level melanocytic proliferations with 
weak supervision. 

We leverages sparse and noisy annotations on skin biopsy images and uses 
weighted loss functions to account for the imperfect labels. 

We achieve state-of-the-art performance on segmentation of melanocytic 
proliferations.
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Dataset

227 ROI images[1]

Consensus under 
3 pathologists

H&E stained skin biopsy images, 10x

[1] Elmore, Joann G., et al. "Pathologists’ diagnosis of invasive melanoma and melanocytic proliferations: observer accuracy and reproducibility study." Bmj 357 (2017).



Dataset - Melanocytic Proliferation Annotations

Annotation procedure:
● Partially mark the 227 ROI images
● Draw polygons around many 

melanocytes
● Two other pathologists check the 

markings
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Singly dispersed melanocytes
Nested melanocytes
Annotation polygonsSave Annotation Time!



Dataset - Annotation Caveats

Sparse annotations Noisy annotations Human errors

“Silver standard”
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Dataset - Preprocessing

1. Data split

2. Patchify
ROI: 428x381 ~ 23691x22401, 10x

Patches: 1000x1000, 5x, 50% overlap

Train: 174 (76%) Val: 19 (8%) Test: 34 (15%)
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Close to default design 
in Mask R-CNN



Model - Mask R-CNN

Idea: filter out the majority of the non-target tissues
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Model - Loss Function

Lrpn_cls

Lrpn_loc

Lcls

Lbox_reg

Lmask
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Model - Loss Function

Lrpn_cls

Lrpn_loc

Lcls

Lbox_reg

Lmask

Lrpn_loc, Lbox_reg, Lmask : only back-propagate loss values on positive samples

Lrpn_cls, Lcls : fully utilize the labeled and unlabeled areas
Binary cross entropy
Categorical cross entropy

Weighted cross entropy
Focal loss[1]

[1] Lin, Tsung-Yi, et al. "Focal loss for dense object detection." Proceedings of the IEEE international conference on computer vision. 2017. 13



Weighted Cross Entropy (WCE)

𝑦! ∈ {0,1}: ground-truth label whether the object belongs to class i.
(𝑝! ∈ [0,1]: probability of the object being in class i.
𝑤: weight given to the categories.
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Focal Loss (FL)[1]

[1] Lin, Tsung-Yi, et al. "Focal loss for dense object detection." Proceedings of the IEEE international conference on computer vision. 2017.

𝑦! ∈ {0,1}: ground-truth label whether the object belongs to class i.
(𝑝! ∈ [0,1]: probability of the object being in class i.
𝑤: weight given to the categories.
𝜆: the larger 𝜆 is, the more the model focuses on hard examples. (𝜆=2)
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Model - Transfer Learning

Lack of accurately annotated training data: 130 images in train set!

Natural image domain Medical image domain

Model Model

Knowledge

Mask R-CNN from detectron2[Wu et al.]: pretrained on MSCOCO

Yuxin Wu, Alexander Kirillov, Francisco Massa, Wan-Yen Lo, and Ross Girshick. Detectron2. https://github.com/facebookresearch/detectron2, 2019.

Keep the pretrained parameters 
as much as possible!
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Model - post processing

Patch-level segmentation results ⇒ Image-level segmentation result
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Model - Implementation details
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Evaluation metrics

All metrics are reported in mean and 
standard deviation.
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Experimental results
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Good result

Imperfect results



Ablations

Larger STD

• Adding weights helps improve performance.
• Noise is also amplified when using focal loss.
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Discussions
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Conclusion
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Thank you!


