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How can we find corresponding points?




How can we find corespondences?




How do we describe an image patch?




How do we describe an image patch?

Patches with similar content should have similar descriptors.




Raw patches as local descriptors

region A region B _ _
T The simplest way to describe the
g ' mgm | neighborhood around an interest
point is to write down the list of
1 1 Intensities to form a feature vector.
E But this is very sensitive to even
small shifts, rotations.

vector a vector b



SIFT descriptor

Full version
« Divide the 16x16 window into a 4x4 grid of cells (2x2 case shown below)
« Compute an orientation histogram for each cell
« 16 cells * 8 orientations = 128 dimensional descriptor
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Image gradients Keypoint descriptor

Adapted from slide by David Lowe



SIFT descriptor

Full version

* Divide the 16x16 window into a 4x4 grid of cells
« Compute an orientation histogram for each cell
« 16 cells * 8 orientations = 128 dimensional descriptor




Numeric Example

0.97 0.98
0.79 0.97
0.73 0.91
0.90 0.98

by Yao Lu °



NOSMAS L(x,y-1) | L(x+1,y-1) 0.98

ROSBYI EUS)R = (e by} =0-97— = =
0(x,y)

L(x-1,y+1) L(xy+1) M) 0.91

075 | 0.90 ob

magnitude(x,y)= J (Lx+1,y) —L(x—1, y))2 + (L(x,y+1)—L(x,y — 1))2

B L(x,y+1)-L(x,y—1)
0(x,y)=atan ((L(X+ 1,y) —L(X—l,Y))

by Yao Lu 1°
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Orientations in each of
the 16 pixels of the cell

The orientations all
ended up in two bins:
11 in one bin, 5 in the
other. (rough count)

511000000
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SIFT descriptor

Full version

0.2

Start with a 16x16 window (256 pixels)

Divide the 16x16 window into a 4x4 grid of cells (16 cells)
Compute an orientation histogram for each cell

16 cells * 8 orientations = 128 dimensional descriptor
Threshold normalize the descriptor:

Z d? — 1 suchthat d; < 0.2

Adapted from slide by David Lowe
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Properties of SIFT

Extraordinarily robust matching technique
« Can handle changes in viewpoint
— Up to about 30 degree out of plane rotation
« Can handle significant changes in illumination
— Sometimes even day vs. night (below)
» [Fast and efficient—can run in real time
« Various code available

— http://www.cs.ubc.ca/~lowe/keypoints/
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http://www.cs.ubc.ca/~lowe/keypoints/

Example

NASA Mars Rover images
with SIFT feature matches 14
Figure by Noah Snavely



Example: Object Recognition

SIFT Is extremely powerful for object instance
recognition, especially for well-textured objects

Lowe 13JCV04



Example: Google Goggle

Google Goggles in Action

Click the icons below to see the different ways Google Goggles can be used.
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Landmark Book

Google goggleswn 1@

| —— vne
e Bodegas Terrazas De Los

Andes Malbec Reserva 2004

Web Results

Terrazas de los Andes
2009, 2008, 2007, 2006, 2005, 2004, 2003, 2002,
2001, 2000, 1999, 1998, 1997, 1996, 1995, 1994
1993, 1992, 1991, 1990, 1989, 1988, 1987, 1986,
1985, 1984 ...

o0

Bodegas Terrazas de los Andes Winery
(Perdriel, Lujan de Cuyo , AR ...
Popular wines by Bodegas Terrazas de los Andes




panorama?

« We need to match (align) images
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ith Features

Matching w

both images

INtS In

Detect feature po
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Matching with Features

Detect feature points in both images

*Find corresponding pairs
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Matching with Features

Detect feature points in both images
*Find corresponding pairs

*Use these matching pairs to align images - the
required mapping is called a homography.
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iCc mosaicing

Automat
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Recognition of specific objects, scenes

Rothganger et al. 2003 Lowe 2002

22

Kristen Grauman



Example: 3D Reconstructions

* Photosynth (also called Photo Tourism) developed at
UW by Noah Snavely, Steve Seitz, Rick Szeliski and
others

http://www.youtube.com/watch?v=p16frKJLVIO

« Building Rome in a day, developed at UW by Sameer
Agarwal, Noah Snavely, Steve Seitz and others

http://www.youtube.com/watch?v=kxtQaYLRaSQ&featu
re=player_embedded
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http://www.youtube.com/watch?v=p16frKJLVi0
http://www.youtube.com/watch?v=kxtQqYLRaSQ&feature=player_embedded

When does the SIFT descriptor fail?

Patches SIFT thought were the same but aren’t:
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Other methods: Daisy

SIFT

Circular gradient binning
ore
O

I RingiS)egments I Ring 8 Segments

o o%e
9@ P
RO (JFIE0)
0@, D

RO RO

2 Rings 6 Segments 2 Rings 8 Segments

Daisy

Picking the best DAISY, S. Winder, G. Hua, M. Brown, C¥PR 09



Other methods: SURF

For computational efficiency only compute
gradient histogram with 4 bins:

> dx
2 ldx]
> dy

IHE

Fig. 3. The descriptor entries of a sub-region represent the nature of the underlying
intensity pattern. Left: In case of a homogeneous region, all values are relatively low.
Middle: In presence of frequencies in z direction, the value of ) |d.| is high, but all
others remain low. If the intensity is gradually increasing in x direction, both values

Y d; and Y |d;| are high.

SURF: Speeded Up Robust Features

Herbert Bay, Tinne Tuytelaars, and Luc Van Gool, ECCV 2006 26



Other methods: BRIEF

Randomly sample pair of pixels a and b.

1ifa> Db, else 0. Store binary vector. 011000111000...
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Fig. 2. Different approaches to choosing the test locations. All except the righmost one
are selected by random sampling. Showing 128 tests in every image.

BRIEF: binary robust independent elementary features,
Calonder, V Lepetit, C Strecha, ECCV 2010



Descriptors and Matching

The SIFT descriptor and the various variants are
used to describe an image patch, so that we can
match two image patches.

In addition to the descriptors, we need a distance

measure to calculate how different the two patches
are?
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Feature distance

How to define the difference between two features f;, f,?
« Simple approach is SSD(f,, f,)
— sum of square differences between entries of the two descriptors

zi (fyi — f21)°

— But it can give good scores to very ambiguous (bad) matches




Feature distance In practice

How to define the difference between two features f;, f,?

« Better approach: ratio distance = SSD(f,, f,) / SSD(f;, f,’)
— f,is best SSD match tof; in I,
— f,) Is 2"dbest SSD match to f; in |,
— gives large values (~1) for ambiguous matches WHY?




Eliminating more bad matches

!
L

=0 = 50 —¢
‘l =4 true match |

false matchie

feature distance

Throw out features with distance > threshold
» How to choose the threshold?
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True/false positives

|

my - L§ =
Buil

= true match

AW

feature distance

The distance threshold affects performance
» True positives = # of detected matches that are correct
— Suppose we want to maximize these—how to choose threshold?

» False positives = # of detected matches that are incorrect
— Suppose we want to minimize these—how to choose threshold?
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Other kinds of descriptors

* There are descriptors for other purposes

Descrl
DescCrl
Descrl

Descrl

ning shapes
ning textures

ning features for image classification

ning features for a code book
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Local Descriptors: Shape Context

Count the number of points
} Inside each bin, e.g.:

Count="7?

Count="7?

Log-polar binning: more
precision for nearby points,
more flexibility for farther
points.

34

Belongie & Malik, ICCV 2001

K. Grauman, B. Leibe



Texture

* The texture features of a patch can be considered a
descriptor.

« E.g. the LBP histogram is a texture descriptor for a
patch.
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Bag-of-words models

« Orderless document representation: frequencies of words
from a dictionary saiwon & mcGill (1983)
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Bag-of-words models

Orderless document representation: frequencies of words

from a dictionary saiwon & mcGill (1983)

2007-01-23: State of the Union Address

George W. Bush (2001-)

ahandon accountable affordable afghanistan africa ally anbar armed army baghdad bless challenges chamber chaos
choices civilians coalition commanders commitment confident confront congressman constitution corps debates deduction
deficit deliver democratic deploy dikembe diplomacy disruptions earmarks econon]y einstein €lections eliminates
expand extremists failing families freedom fuel funding god haven ideology immigration impose

L
insurgents iran ] ra q islam julie lebanon love madam marine math medicare neighborhoods nuclear offensive

palestinian payroll anda radical regimes resolve retreat rieman sacrifices science sectarian senate

L]
.eptember shia stays strength students su d sunni LaX te rro r] Sts threats uphold victory

violence violent Wal™ washington weapons wesley
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Bag-of-words models

« Orderless document representation: frequencies of words
from a dictionary saiwon & mcGill (1983)

2007-01-23: State of the Union Address
George W. Bush (2001-)

abandon . . .
hoices ¢ 1962-10-22: Soviet Missiles in Cuba

chotces © John F. Kennedy (1961-63)
deficit c

expand  abandon achieving adversaries aggression agricultural appropriate armaments d TS assessments atlantic ballistic berlin

buildup burdens college commitment communist constitution consumers cooperation erisis cu b d da ngers

insurgen .
palestini deficit depended disarmament divisions domination doubled E'COI’IOITI'IC education
elimination emergence endangered equals @Urope expand exports fact false family forum frE‘E‘dom fulfill gromyko

halt hazards henﬂﬁphere hospitals ideals industries inflation labor latin limiting missiles

violenc modernization neglect nuctear obligation observer Offens'ive peril pledged predicted purchasing quarantine gquote

recession retaliatory safeguard sites solution SOV.Iet space spur stability standby St reﬂﬁth

surveillance tax treaty undertakings unemployment Wal™ warhead Weapons velfare western widen withdraw
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Bag-of-words models

« Orderless document representation: frequencies of words
from a dictionary saiwon & mcGill (1983)

2007-01-23: State of the Union Address
George W. Bush (2001-)

abandon . . .
M 1962-10-22: Soviet Missiles in Cuba

choices ¢ John F. Kennedy (1961-63)
deficit ¢

expand  abandc 41944 12.08: Request for a Declaration of War

build

Franklin D. Roosevelt {1933-45)
insurgen
abandoning aggression aggressors airplanes armaments armed army assault assembly authorizations bombing

palestini: )
britain british cheerful aiming constitution curtail december defeats defending delays democratic dictators disclose

elimine
economic empire endanger faCtS false forgotten fortunes france fl'E‘E‘dom fulfilled fullness fundamental gangsters
german germany god guam harbor hawaii hemisphere hint hitler hostilities immune improving indies innumerable

~islands isolate ] a pa n ese labor metals midst midway NaVYy nazis obligation offensive

y paC1flC partisanship patriotism pear peril a. philippine pres on privilege reject
epaired résisting retain revealing rumars seas soldiers speaks -_-'.p»:_l:l';,-' stamina StFEﬂgth sunday sunk supremacy tanks taxes

halt ha

violenc modern

recessi

surveil

treachery true tyranny undertaken victory W a r wartime washington
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What Is a bag-of-words representation?

For a text document

Have a dictionary of non-common words

Count the occurrence of each word in that document
Make a histogram of the counts

Normalize the histogram by dividing each count by
the sum of all the counts

The histogram is the representation.

apple worm tree dog joint leaf grass bush fence

40



Bags of features for image classification

1. Extract features

P
ErL

I
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Bags of features for image classification

1. Extract features
2. Learn “visual vocabulary”

e s LT de
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Bags of features for image classification

1. Extract features
2. Learn “visual vocabulary”
3. Quantize features using visual vocabulary
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Bags of features for image classification

> w e

Extract features
Learn “visual vocabulary”
Quantize features using visual vocabulary

Represent images by frequencies of
“visual words”

, > ,
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A possible texture representation
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1. Feature extraction

e Regular grid: every grid square is a feature
e Vogel & Schiele, 2003
e Fei-Fei & Perona, 2005

e |nterest point detector: the

region around each point
e Csurka et al. 2004
e Fei-Fei & Perona, 2005
e Sivic et al. 2005
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1. Feature extraction

2

3
\
=| «—
J

Compute SIFT

descriptor Normalize patch

[Lowe’99]

1| Detect patches
[Mikojaczyk and Schmid ’02]

[Mata, Chum, Urban & Pajdla, '02]

[Sivic & Zisserman, ‘03]

47
Slide credit: Josef Sivic



1. Feature extraction

Lots of feature descriptors
for the whole image or set
of images.

48




2. Discovering the visual vocabulary

r N\ C N O N O N
. - 7 \ 7 \ 7 \\ ~
1 « feature vector space
) ® '.
\ o0 i What is the dimensionality?
< ® ': !
. [’ II
oe_ o 128D for SIFT
o j
.. AN . ‘ /
- ®
® 0

v
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2. Discovering the visual vocabulary
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Clustering

50
Slide credit: Josef Sivic



2. Discovering the visual vocabulary

f

\

N N N\
Z \\ J \\ J \\
)

o0
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o0 o

O

Visual vocabulary

Clustering

51
Slide credit: Josef Sivic



Viewpoint invariant description (Sivic)

« Two types of viewpoint covariant regions computed
for each frame

« Shape Adapted (SA) Mikolajczyk & Schmid
 Maximally Stable (MSER) Matas et al.

» Detect different kinds of image areas

* Provide complimentary representations of frame

« Computed at twice originally detected region size to
be more discriminating

52



Examples of Harris-Affine Operator

(Shape Adapted Regions)

140 K. Mikolajczyk and C. Schmid

Fig. 6. (a) Example of a 3D scene observed from significantly different viewpoints.
There are 14 inliers to a robustly estimated fundamental matrix, all of them correct.
(b) An image pairs for which our method fails. There exist, however, corresponding
points which we have selected manually. 53



Examples of Maximally Stable Regions

54



Feature Descriptor

« Each region represented by 128 dimensional vector
using SIFT descriptor

Save this image

( dﬂ ey dﬂs)‘ ( dh weuy dm)r
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Noise Removal

eTracking region over 70 frames (must track
over at least 3)
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Visual Vocabulary for Sivic’'s Work

Implementation: K-Means clustering

Regions tracked through contiguous frames and average description
computed

10% of tracks with highest variance eliminated, leaving about 1000
regions per frame

Subset of 48 shots (~10%) selected for clustering
Distance function: Mahalanobis

6000 SA clusters and 10000 MS clusters

57



Visual Vocabulary

Shape-Adapted

| b \
s s a'2minailas =i n

(a)

Maximally Stable

Figure 2: Samples from the clusters corresponding to a single vi-
sual word. (a) Two examples of clusters of Shape Adapted regions.
(b) Two examples of clusters of Maximally Stable regions.
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Sivic’'s Experiments on Video Shot Retrieval

 Goal: match scene
locations within closed
world of shots

 Data:164 frames from
48 shots taken at 19
different 3D locations;
4-9 frames from each
location




Experiments - Results

Average precision—recall curee

Predsion

0.4} = Maximally Stable I A SRS P S y

== Ehape Adapted+Maximally Stable
Dﬂ 0.1 o2 0.3 .4 0.5 0.8 0.7 0.9 0.a 1

Recall

Precision = # relevant images/total # of frames retrieved

Recall = # correctly retrieved frames/ # relevant frames 60



More Pictorial Results




Clustering and vector quantization

« Clustering is a common method for learning a visual

vocabulary or codebook

« Each cluster center produced by k-means becomes a

« Codebook can be learned on separate training set
« The codebook is used for quantizing features

codevector

« A vector quantizer takes a feature vector and maps it to the

Index of the nearest code vector in a codebook

» Codebook = visual vocabulary
Code vector = visual word

feature
vector

1

code vector 1
code vector 2
code vector 3

code vector N
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Another example visual vocabulary
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Fei-Fei et al. 2005




Example codebook

5
w
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Source: B. Leibe



Another codebook

REREEEEER K
AR RSRRARYLY
-TANEFrITIY 2
sl L L L

"KAXXARKAXKKR

salalalalalats!
R

Appearance codebook
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Source: B. Leibe



Visual vocabularies: Issues

 How to choose vocabulary size?
« Too small: visual words not representative of all patches
* Too large: quantization artifacts,
overfitting

« Computational efficiency

« Vocabulary trees
(Nister & Stewenius, 2006)




3. Image representation: histogram of codewords

frequency

FLONERLS B

codewords
67



Image classification

e Given the bag-of-features representations of images from
different classes, learn a classifier using machine learning
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But what about layout?

— N

E R ety

1400

1200

1000

a00

600

400

200

All of these images have the same color histogram ¢



Spatial pyramid representation

Extension of a bag of features
Locally orderless representation at several levels of resolution

]
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Spatial pyramid representation

Extension of a bag of features

Locally orderless representation at several levels of resolution
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Spatial pyramid representation

« Extension of a bag of features

« Locally orderless representation at several levels of resolution

1l
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Finale

Describing images or image patches is very
Important for matching and recognition

The SIFT descriptor was invented in 1999 and is still
very heavily used.

Other descriptors are also available, some much
simpler, but less powerful.

Texture and shape descriptors are also useful.

Bag-of-words is a handy technigue borrowed from
text retrieval. Lots of people use it to compare images
or regions.

Sivic developed a video frame retrieval system using
this method, called it Video Google.

The spatial pyramid allows us to describe an image
as a whole and over its parts at multiple levels. 73



