| Pattern Recognition

Pattern recognition is:

3. How should Iearning (training) be done?

clustering
* data mining

Two Schools of Thought £  Classification in Statistical PR

1. Statistical Pattern Recognition

isaset of objects having some important

—propertiesincommen——————————————————————————
The datais reduced to vectors of numbers

the tasks to-be performed.

2. Structural Pattern Recognition

I+ A classitr er

The datais converted to a discrete structure — vectorand assignsittooneof asetof designated
.~ (suchasagrammaroragraph)andthe

classes or to the “reject” class.
techniques are related to computer science




Some Terminology

Classes: set of m known categories of objects

“—Classifi
Assigns object to a class based on features

Possible features for char rec.
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Classification using nearest class

Scaling coordinates by std dev
mean

~ Computethe
lid - : We can compute & modified distance

from feature vector x o class mean vector x,
between feature vector by scaling by the spread, or standard deviation,
X and the mean of o of class ¢ along each dimension 1.

sealed Evclidean distanes from ¥ to class mean x, -
| x — = || = B alixfi] — BN/ oF

I the previous 3 class problem, an cbseryed X
near the top of the Class § distribution will scale
t be closer Lo the mean of Class 3 than to the
mean of Class 2 Without sealing, A would be
cloger to the mean of Class 2

Nearest mean might yield poor
results with complex structure

Class 2 hastwo
modes—~here=—

to be classified and assign the class of the neighbor.

* Can be extended to K nearest neighbors.
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Confusion matrix shows
empirical performance

actmal fngac ohject | decksion B TpaT
Ik | hmx | ooomot alsem oo emor)
eot @ fack | Emk | fabanlars (e
bk it 5 ok sins dimihanl fermor]
ot ask | Tt 5 Bepck: | roerect dismismd [ra ek

1

zless j ovipur by the patters recogaition aystes

By NgE g age

T
L]
L]
L]
L]
L
3
L]
L]
1

P T T )
o
hﬂﬂ&-ﬂa&tl—'ﬁ
ﬂﬁﬁ!‘gﬁ!-l-ﬂﬂ
cmobBooco e
sefocacmmw
=focoowmoan

g

confusion may be anavoidable berwesn wime classes
for example, between 3's and d's, or betwesn o's and j's
for handprinted characters
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Bayesian decision-making

w classily i cdass by that is most Llikely based on observations X

# In order to commae the likeliboods given the measurement X,
the fllewing dEstributions are nesded,

class conditionsl distribution : prlwy) for eoch closs omegall )
a priori probability - Plag) for eoch class o [2)
unconditional distribution - plr) [E1]
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Classifiers often used in CV

« Decision Tree Classifiers




Entropy-Based Automatic
Decision Tree Construction

Decision Trees

Training Set' S
x2=(f21,f22, f2m)
—_— @

e I~ |
xp=(fn1,f22—2m

Quinlan suggested information gain in his ID3 system
and-ater-the gainratio,-beth-based-on-entropy-

Where pi is the proportion of category i examplesin S.

If-all-examples belong to the same category, the entropy
- ==yf=-=--

If the examples are equally mixed (1/c examples of each
class), the entropy isamaximum at 1.0.




_ChOOSE‘ t.he attr_i bute A that gives the maximum where Si is the subset of Sin which attribute A has itsith value.
information gain. . . . .
Splitinfo measures the amount of information provided

— by anattribute that isnot specifictothecategory.

23

Information gain has the disadvantage that it prefers

attributes with Targe number of vaues that split the
datainto small, pure sub:




NN-h

Node Functions

neuron i

or sigmoid function(seetext).

What do you use?

Support Vector Machines (SVM)

Support vector machines are learning algorithms
ry to find ahyperplane arates
the differently classified data the most.
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A kernel ‘trick’.




Maximal Margin @ Thekernel trick

data to afeature space of possibly infinite dimension

original space) becomes separable in the feature space.

Find the hyperplane with maximal margin for all
the points. This originates an optimization problem
Which-has-a unigque soltution{convex-problem).
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