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Topics in This Course

 Part I: Intelligence from Computation
 Fast search

 Adversarial and uncertain search 

 Part II: Reasoning under Uncertainty
 Decision theory: Reinforcement Learning, Markov Decision 

Processes

 Machine learning 

 Graphical Models - Bayes Nets; HMMs

 Throughout: Applications 
 Natural language, vision, robotics, games, …



Pac-Man Beyond the Game!



Pacman: Beyond Simulation?

Students at Colorado University: http://pacman.elstonj.com

http://pacman.elstonj.com/data/photos/imgp5465.jpg
http://pacman.elstonj.com/data/photos/imgp5474.jpg


Research Frontiers

 Deep Unsupervised Learning

 AI for Science

 AI and Ethics

Also:

 Unsupervised Deep Reinforcement Learning

 Human-in-the-loop Reinforcement Learning

 …
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 Key hypothesis:

 IF neural network smart enough to predict: 

 Next frame in video

 Next word in sentence

 Generate realistic images

 ``Translate’’ images

 …

 THEN same neural network is ready to do Deep Supervised Learning 
from very small data-set

Deep Unsupervised Learning

Task 1

Task 2



Transfer from Unsupervised Learning

…in

Task 1 = unsupervised

Task 2 = real task



Example Setting

…text

Task 1 = predict next word

Task 2 = predict sentiment



Text Generation (OpenAI’s GPT-2)

Pieter Abbeel -- UC Berkeley / OpenAI / 
Gradescope[Radford et al, 2019]



BERT and Family

Different Variations on 
Transformer 
architectures and 
different pre-training 
tasks



Benchmarks



Pretrained Models (BERT) on GLUE 
Benchmarks

Human Performance on GLUE



Massive Pre-trained models are few-shot 
learners! (GPT-3) 

175B GPT-3 can work without fine-tuning, when it is 
shown sample demonstrations for a task:





Pause

 https://uw.iasystem.org/survey/271829

https://uw.iasystem.org/survey/271829


Unsupervised Learning in Vision

…Image

Task 1 = fill in a patch

Task 2 = predict cat vs. dog



Predict Missing Patch



SimCLR + linear classifier



AI for Art Creation

humanoid robot Mona Lisa

artstationHQ
studio ghibli trending on artstation | vary



Text-Guided Image Generation

via Charlie Snell 



Examples (CLIP + VQGAN)
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CASP 2020 Competition



Symbolic Math: Integrals and ODEs

[Lample and Charton, ICLR 2020]



Symbolic Math: Integrals and ODEs

[Lample and Charton, ICLR 2020]
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 Why?

 AI is making decisions, at scale

 Any kind of issues (e.g. bias or malignant use) could significantly affect 
people

 Many open questions:

 Who is responsible?

 How to diagnose and prevent?

AI Ethics Ever More Important



 Disinformation

 Bias and fairness

 Privacy and surveillance

 Metrics

 Algorithmic colonialism

Some Key AI Ethics Topics

Source: Rachel Thomas (@math_rachel)



Disinformation can be aided by AI generated text
Prompt: Recycling is good for the world, no, you could not be more 
wrong.

GPT-2: Recycling is NOT good for the world. It is bad for the 
environment, it is bad for our health, and it is bad for our 

economy. I’m not kidding. Recycling is not good for the 

environment. It is destructive to the earth and it is a major 

contributor to global warming. Recycling is not good for our 

health. It contributes to obesity and diseases like heart 

disease and cancer. Recycling is bad for our economy. It 

increases the cost of a product, and in turn, the price of 

everything that is made with that product. Recycling is not good 

for our nation. We pay a tremendous price for the privilege of 

having the world’s most advanced and efficient recycling system. 

Recycling is a huge, colossal waste of time, energy, money, and 

resources.



Bias and Fairness – Gender Shades

Source: Rachel Thomas (@math_rachel)



Bias and Fairness
Algorithms are used differently than human decision 
makers

 People are more likely to assume algorithms are objective or error-free

 Algorithms are more likely to be implemented with no appeals process

 Algorithms are often used at scale

 Algorithmic systems are cheap

Source: Rachel Thomas (@math_rachel)



Privacy and Surveillance

Source: Rachel Thomas (@math_rachel)



Source: Rachel Thomas (@math_rachel)



Where to Go Next?



Where to go next?

 Congratulations, you’ve seen the basics of modern AI
 … and done some amazing work putting it to use!

 How to continue:
 Machine learning:

 Data Science:

 Data / Ethics:

 Probability:

 Optimization:

 Computer vision:

 Reinforcement Learning:

 Robotics:

 NLP:

 … and more; ask if you’re interested



That’s It!

 Help us out with some course evaluations

 Have a great spring break




