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Recap: Defining MDPs

▪ Markov decision processes:
▪ Set of states S
▪ Start state s0

▪ Set of actions A
▪ Transitions P(s’|s,a) (or T(s,a,s’))
▪ Rewards R(s,a,s’) (and discount )

▪ MDP quantities so far:
▪ Policy = Choice of action for each state
▪ Utility = sum of (discounted) rewards
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Values of States (Bellman Equations)

▪ Fundamental operation: compute the (expectimax) value of a state

▪ Expected utility under optimal action

▪ Average sum of (discounted) rewards

▪ This is just what expectimax computed!

▪ Recursive definition of value:
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Racing Search Tree

▪ We’re doing way too much 
work with expectimax!

▪ Problem: States are repeated 
▪ Idea: Only compute needed 

quantities once

▪ Problem: Tree goes on forever
▪ Idea: Do a depth-limited 

computation, but with increasing 
depths until change is small

▪ Note: deep parts of the tree 
eventually don’t matter if γ < 1



Time-Limited Values

▪ Key idea: time-limited values

▪ Define Vk(s) to be the optimal value of s if the game ends 
in k more time steps
▪ Equivalently, it’s what a depth-k expectimax would give from s



Computing Time-Limited Values
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Bellman Updates



Example: Value Iteration
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