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Planning

Input:
* Description of initial state of world
E.g., Set of propositions:
((block a) (block b) (block ¢) (on-table a) (on-
table b) (clear a) (Clear b) (clear c) (arm-empty))

« Description of goal: i.e. set of worlds or..
E.g., Logical conjunction
Any world sa‘ris#ying conjunction is a goal
(and (on a b) (on b c)))

* Description of available actions

Output:

 Seguence of Actions

STRIPS Representation

* Simplifying assumptions

Atomic time

Agent is omniscient (no sensing necessary).
Agent is sole cause of change

Actions have deterministic effects

« STRIPS representation
World = set of true propositions

Actions:

* Precondition: (conjunction of literals)
+ Effects (conjunction of literals)

Action Schemata

* Instead of defining:
pickup-A and pickup-B and ...
+ Define a schema:

(:operator pick-up 4/0/
:parameters ((block ?ob1)) J/‘?//O@Q%.
:precondition (and (clear ?0b1) % %, %y

(on-table ?0b1) (4%%0'%&&

(arm-empty))

Q

:effect (and (not (clear ?0b1)) 0% /@“(.‘g.
(not (on-table 20b1)) %,
(not (arm-empty)) }

(holding ?0b1)))
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Planning Outline Planning as Search

* The planning problem * Nodes
* Representation World states
* Compilation fo SAT - Arcs
* Searching world states < Action executions
Regression + Initial State
Heuristics
. Graphplan The state satisfying the complete description of

+ Reachability analysis & heuristics fhe initial conds

* Goal State

. Plcmning under uncer"rainfy Any state satisfying the goal propositions

Forward-Chaining Backward-Chaining Search
World-Space Search Thru Space of Partial World-States
—_—
Initial ~ coal * Problem: Many possible goal
state State states are equally acceptable.
/ . « From which one does one search?~,
B~ Cx .
\ Initial State is *ox ok
completely defined
Ok
~>
Planning as Search - Backward Regression
. Nodes * Regressing a goal, G, thru an action, A

* Yields the weakest precondition G’
Such that: if G' is true before A is executed
G is guaranteed fo be ftrue afterwards

A conjunctive goal ("set of goals")
* Arcs

Regression of goal through action defn

+ Initial State
The goal of the planning problem

+ Goal State

Represents a
A set of goals  the planning problem’s initial description set of world
states

Represents a
set of world
states
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Regression Example
' ) G

(and (clear C?
(and Eholdin Q)
on A B))

A

puodau
192}42

on-table f))
arm-em
on A B)J:J Y

pick-up :parameters ((block ?0b1))
:precondition (and (clear ?obl)
on-table ?0b1)

e

. . ‘effect (and (not (clear
DlSJunc‘rlgn nol on—‘rqble?o)t)al))
V preconditions not (arm-em

P holding ?oblg))y
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Conditional Effects

move-briefcase (7loc Tnew)
:prec  {(and (at briefcase 7loc) (location Ynew)
(not (= 7loc Tnew)))
seffect (and (at briefcase Tnew) (not (at briefcase Tloc))
(when (in paycheck briefcase)
(and (at paycheck 7new)
(not (at paycheck Tloc))))
(when (in keys briefcase)
(and (at keys Tnew)
(not (at keys 7loc)))))
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Regressing Conditional Effects
' ) G

(and qu Eriefga;ef bankg)
In keys pbriercase) (and (at keys home)
not (in paycheck briefcase
e ngc ez:k bank)) ) ((af paycheck bank))

A

puodau
192442

o™y ome
nove-briefcase (‘:’J\.%c Z’n\g%“
:prec  {and (at briefcase 7loc)
(net (= Tloc Tnew)))
seffect (and (at briefcese Toew) (oot (at briefcase Tlec))
(when (in paycheck briefcase)
(and (at paycheck ¥new)
(not (at paycheck Tlogl)))
(when (in keys briefcase)
(and (at keys Tnew)
(not (at keys Tloc)))))

Heuristics

* Raise issue
+ Defer until...
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Planning Outline

The planning problem

Representation

Compilation to SAT

Searching world states
Regression
Heuristics

Graphplan

Reachability analysis & heuristics

Planning under uncertainty

Doniel S \Weld

Graphplan

* Phase 1 - Graph Expansion
Necessary (insufficient) conditions for plan
existence
Local consistency of plan-as-CSP
* Phase 2 - Solution Extraction
Variables
* action execution at a time point
Constraints
+ goals, subgoals achieved
- no side-effects between actions
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The Plan Graph
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Graph Expansion

Proposition level 0

initial conditions

Action level i
no-op for each proposition at level i-1
action for each operator instance whose

preconditions exist at level i-1

Proposition level i

effects of each no-op and action at level i

Constructing the planning graph...

* Initial proposition layer

Just the initial conditions
* Action layer i

If all of an action’s preconds are in i-1

Then add action to layer T

Nop actions have P as precond and effect
* Proposition layer i+1

For each action at layer i

Add all its effects at layer i+l

Mutual Exclusion

o
N> <°
0
o o
. . o 0
Two actions are mutex if o
< one clobbers the other’s effects or preconditions S~ (4]
« they have mutex preconditions o
)
o o
Two proposition are mutex if ° ©
« all ways of achieving them are mutex
o
o\
0
o o
o 0
o
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Mutual Exclusion

- Actions A,B exclusive (at a level)if
A deletes B's precond, or
B deletes A's precond, or
A & B have inconsistent preconds
* Propositions P,Q inconsistent (at a level)if
all ways to achieve P
exclude all ways to achieve Q

Graphplan

* Create level O in planning graph
* Loop

Then search graph for solution
+ If find a solution then return and term
Else extend graph one more level

h: f
Je 5€are™ 4y co
kind of L5 cuficien”
nzceisz% search Ve’ ifies:
W

gac

2 Dagic)

inectio
ard dir
orw! nditions for

If goal c contents of highest level (honmutex)

inate

n Checks.
a solution: -




Searching for a Solution

* For each goal G at time t
For each action A making 6 true @t
+ Select A unless mutex with previously chosen action

* If no actions work, backup to last G (breadth first
search)

* Recurse on
preconditions of actions selected, t-1

T S

=

— =/
Proposition Action Proposition Action
Init State Time 1 Time 1 Time 2
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Searching for a solution

If goals are present & non-mutex:
Choose action to achieve each goal
Add preconditions to next goal set / °

t

Dinner Date

Initial Conditions: (:and (cleanHands) (quiet))
Goal: (:and (noGarbage) (dinner) (present))

Actions:
(:operator carry :precondition
:effect (:and (noGarbage) (:not (cleanHands)))
(:operator dolly :precondition
-effect (:and (noGarbage) (:not (quiet)))
(:operator cook :precondition (cleanHands)
-effect (dinner))
(:operator wrap :precondition (quiet)
:effect (present))
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Recurse!
R > R S0
O—o —o
T S T S
© Dasic) " So—o \Dinf.
Planning Graph
noGarb
carry
cleanH cleanH
dolly
quiet quiet
cook
dinner
wrap
present
I I I I I
OPIrop 1A|ction 2 Fl’rop 3A<ition 4P=‘op

25 28

Are there any exclusions?

- noGarb

* present

| l
0 Prop 1 A}ction
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I [ I
2 Fl’rop 3 Acition 4 Plrop

29

Do we have a solution?

«

carry «,
‘e

‘A

cleanH ——° cleanH
dolly “.,
\\ ..'A
quiet —x——— quiet
“cook |
\\ *| dinner
“wrap -

I 1. I
2 l?rop 3 ACItIOH 4 Plrop

30

| l
0 F:rop 1 Alction
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Extend the Planning Graph

. noGarb noGarb
T a T 5
carry <., / carrys,, /
. .
. {
cleanH | ! *A cleanH - A cleanH
dolly <., dolly-.,
quiet G quiet L Aquiet

~cook - ool
\ \\\\ . K\ .
\ * dinner -
. wrap wrap._
 prsen e
I l I I I
0 Prop 1 Alction 2 Fl’rop 3 A(ition 4 Pfop
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Searching Backwards

. noGarb noGarb
T a ~
carry =, / carryr,, /
. A%
cleanH | *A cleanH || A cleanH
dolly <., dolly-.,
A o
quiet L quiet ——H‘qmet

\
\ ~cook
dlnner mner
wrap

wrapk
I I
0 F:rop 1 Alction 2 F|>r0p 3 Acltion 4 Plrop
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One (of 4) Possibilities

- noGarb

carry =.,. carrys
cleanH & cleanH ‘A cleanH
dolly <., \ dolly-.,
) A e
quiet ——————quiet ——————~"*quiet
cook ~ h cook__
=
wrap
—(presen
I ! | I I
0 Plrop 1 Alction 2 F|>rop 3 Ac;tion 4 Pfop
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Graphplan Solution Extraction as
a Constraint Network

Not dolly
& wrap

Not carry
Vars = Goals@t & cook

Domain = Actions@t-1

Constraints =
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Review: Arc- & Path-Consistency

+ Connect with graph construction
* What is k?
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Blackbox SAT Encoding
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Heuristics for Regression Planning




