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Side Channels



What are side channel attacks?

Attacks based on information that can be gleaned from the 
physical implementation of a system, rather than breaking its 
theoretical properties



Game: Spot the Fake

(with apologies/thanks to Avi Rubin)



Reflection Eavesdropping



Audio from Video



Key Extraction



Gyroscope Eavesdropping



Accelerometer Eavesdropping



Keyboard Eavesdropping



Webpages from Electricity



TV from Electricity



Which is Fake?

• Reflection Eavesdropping?
• Audio from Video?
• Key Extraction?
• Gyroscope Eavesdropping?
• Accelerometer Eavesdropping?
• Keyboard Eavesdropping?
• Webpages from Electricity?
• TV from Electricity?

All true!

And many others!
● Many timing & power analysis 

attacks to extract crypto keys
● Cache-based side channels (e.g., to 

extract keys)
● Shared files in Android to infer 

what the UI is showing
● Newest friends: Spectre, 

Meltdown, Foreshadow, Spoiler
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Spectre

What is Spectre?

How does it work?

What are its implications?

How might we fix it?

What about Meltdown, Foreshadow, Spoiler?



Many steps (cycles) to execute one instruction; time flows left to right →   

add 

Predict direction: target or fall thru

Go Faster: Pipelining, branch prediction, & instruction speculation

add 
load 
branch 
and Speculate!

store Speculate more!

load 

Speculation correct: Commit architectural changes of and (register) & store 
(memory) go fast!

Mis-speculate: Abort architectural changes (registers, memory); go in other branch 
direction   

Instruction Speculation Tutorial
Material from http://research.cs.wisc.edu/multifacet/papers/hill_mark_wisconsin_meltdown_spectre.pptx



Spectre Key Insights

• Train branch predictor to follow one branch of conditional
• After training, make the followed branch access 

information that the code should not be allowed to access
• That access information will be loaded into the cache
• After the hardware determines that the branch was 

incorrectly executed, the logic of the program will be 
rolled back but the cache will still be impacted

• Time reads to cache (e.g., Evict+Reload), to see which 
cache lines are read more efficiently



Spectre Variants From Canella et al.



Adversarial ML



Adversarial ML

What are “adversarial examples”?

Why do they work?

What are their implications?

How might we fix it?

Carlini & Wagner, IEEE S&P 2017

Goodfellow et al., ICLR 2015



Deep Neural Networks Can Fail

“panda”
57.7% 

confidence

“gibbon”
99.3% 

confidence

Image 
Courtesy: 
OpenAI

= + ε

Explaining and Harnessing Adversarial Examples, Goodfellow et al., arXiv 1412.6572, 2015 21

If you use a loss function that fulfills an adversary’s goal, you can follow the gradient to find an image that 
misleads the neural network. 

Slides based on: Earlence Fernandes, Kevin Eykholt, Chaowei Xiao, Amir Rahmati, Florian Tramer, Bo Li, Atul Prakash, Tadayoshi Kohno, Dawn Song



Kurakin et al. "Adversarial examples in the physical world." arXiv preprint arXiv:1607.02533 (2016).

...if adversarial images are printed out

Deep Neural Networks Can Fail...



Sharif et al. "Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition." Proceedings of the 
2016 ACM SIGSAC Conference on Computer and Communications Security. ACM, 2016.

...if an adversarially crafted physical object is introduced

Deep Neural Networks Can Fail...

This person wearing an 
“adversarial” glasses frame...

...is classified as this person 
by a state-of-the-art face 
recognition neural network.



Deep neural network classifiers are vulnerable to 
adversarial examples in some physical world scenarios

However: In real-world applications, conditions vary 
more than in the lab.  
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Take autonomous driving as an example...

A road sign can be far away or it could be at an angle

Can physical adversarial examples cause misclassification at large 
angles and distances?



Observation: Signs are often messy...

What about physical realizability?



So: make the perturbation appear as vandalism

What about physical realizability?

Subtle 
Poster

Camouflage 
Sticker
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Field Test
(Drive-by)

Target Classes: 
Stop -> Speed Limit 45
Right Turn -> Stop

Classification top class is indicated at 
the bottom of the images.

Left: “Adversarial” stop sign
Right: Clean stop sign

http://www.youtube.com/watch?v=1mJMPqi2bSQ

