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Outline

● Brief overview of ML and its applications (Broad categories of devices)

● Ecosystem of frameworks for machine learning

● Most famous system for ML on several devices (Tensorflow)

● Support on the two ends of the spectrum (High vs low resource)



ML History

● Two AI winters (determined by funding - eg competition with Japan and pace of technology 
development to support running the models)

○ 1974 and 1980 slow processing speeds; funding cut from government (till Japan posed competition to become world leader in 

computer tech)

○ 1987 to 1993 expert systems were bulky and performed poorly so DARPA redirected funding

● Became popularized again when scanning technologies started using CNNs proposed by 
Yann LeCunn

○ Came back in early 1990s and by early 200s when CNNs processed 10-20% of checks in the US
● Nvidia in 2009 made advances in hardware (GPU) well suited for matrix/vector 

computations and increased training by about 100x
○ In 2011 for the first time, CNNs outperform humans at visual pattern recognition contest

● Now buzzword for funding (like SDN for networking). Other buzzwords?



Hardware

GPU
FPGA

TPU

~3500 cores vs 16 of Intel 
Xeon or 32 of Xeon-Phi Highly reprogrammable

Highly optimized ASIC for inference 
[upto 128000 operations per cycle vs tens 
of thousands in GPU]



Use cases 



Tensorflow Overview

DistBelief (2011)

Tensorflow (2015)



Tensorflow Usage Stats



A toy problem formulation

Y = WX = [𝝱0  𝝱1][1 x]^T

Linear Regression Kernel



Tensorflow Implementation

Tensors: Multidimensional array (types signed/unsigned int 8 - 64 bits, float, double, complex number



Create a custom Op



Device Placement

Device naming: “/job:localhost/device:cpu:0”,"/job:worker/task:17/device:gpu:3"



Device Placement (Grappler)

https://web.stanford.edu/class/cs245/slides/TFGraphOptimizationsStanford.pdf



Device Placement (Reinforcement Learning)

https://web.stanford.edu/class/cs245/slides/TFGraphOptimizationsStanford.pdf



Multi Device Execution



Auto Grad



Partial Execution & Parallel Loop

session.run(“c:0”, [“f:0”])



Data Parallelism

https://en.wikipedia.org/wiki/Data_parallelism



Tensorflow Data Parallelism



Model Parallel Training & Concurrent Steps



Tensorboard Visualization



Distributed Training: Use Case in Uber

29.4 M Parameters
101 layers

24 M Parameters
48 layers

https://arxiv.org/pdf/1802.05799.pdf



Bottleneck?

https://arxiv.org/pdf/1802.05799.pdf



All Scatter + All Reduce

https://andrew.gibiansky.com/blog/machine-learning/baidu-allreduce/



Uber’s Horovod

https://arxiv.org/pdf/1802.05799.pdf



Device Specific Kernel Accelerator: Eyeriss



Accelerator: Eyeriss



Accelerator: Eyeriss



Eyeriss: Run Length Coding



Tensorflow: Federated Learning on mobile

Bonawitz, Keith, et al. "Towards federated learning at scale: System design." arXiv preprint arXiv:1902.01046 (2019).



Tensorflow: Federated Learning on mobile




