Internet Design,
Data centers, & Future




Design Goals

® Primary goal: Multiplexed utilization of existing
networks




Secondary Goals

® Survivability

® Support multiple types of services

® Accommodate a variety of networks




Survivability

® As long as the network is not partitioned, two
endpoints should be able to communicate

®* Maintain state only at end-points
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Types of Services

e Reliable vs. unreliable
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Questions

®* What is missing from the list?




Thought Exercise




Doom and Gloom in Networking
(circa 2005)

Why the Internet only just works

Overcoming the Internet
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Most current Internet research involves either empirical measurement
studies or Incremental modifications that can be deployed without major
architectural changes. Easy access to virtual testbeds could foster a
renaissance in applied architectural research that extends beyond these

incrementally deployable designs.

“Unfortunately, the recent history of failed

architectural changes does not bode well.” “the prospects for significant change in its

existing architecture appear slim.




Networking Woes

® Reasons for this “ossification’:




Networking Resurgence

®* Three key enablers:
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Datacenter Networking

Single administrative
domain

Rapid & wholesale
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Datacenters Fostering Innovation

® Protocols evolving faster with datacenter

e E,g,encapsulation protocols have gone through 2-3

generations of evolution in 5 years (VXLAN —
NVGRE — Geneve)




Typical Switch

* A switch typically consists of two “planes”

® Data plane: process packets based on local
forwarding state




Typical Switch (circa 2007)

Control plane: compute the
forwarding state

Proprietary software

Proprietary OS
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Software Defined Networking (SDN)

® Clean separation of the control plane and the
data plane

® Key enabler: switch APl to query topology and
install forwarding state




SDN Implications

¢ No more reliance on custom switch software

* Network control plane can be customized and
run on traditional servers

® control plane is “(end-user) software defined”
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Bare-Metal Switches

e SDN created a market for barebones switches
built using “merchant silicon”

SDN API

Linux
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Lowers costs for datacenter operators

More homogeneous switch model



What is next?

® Can we exercise control over switching
~ silicon?




Course Wrap Up

® Covered a broad set of topics:

® distributed systems, operating systems, databases,
networks

® classical papers and recent papers
® examined various issues/tradeoffs in building systems

® systems building means new algorithms, performance
improvements, taste in design, etc.

® Follow-on specialized courses will pick up from
where we left off



