Consistent Distributed
Storage




Megastore System

e Paper is not specific about who is the actual
customer of the system

e (uess (supported by Spanner paper):
- consumer-facing web sites and Google App







What might the customer want?

e 100% available ==> replication, seamless fail-
over

* Never lose data ==> don't ack until truly
. durdble




Conventional Wisdom

® Hard to have both consistency and performance in the
wide area (as consistency requires communication)

® Hard to have both consistency and availability (can't
use a partitioned replica)

e Referred to as the CAP theorem (can't have all of
consistency, availability and partition-tolerance)
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Basic Design

Replica A (full) Replica B (full) ReplicaC

App Server App Server
Megastore Library Megastore Library
=

(witness)

Replication Replication Replication

Logs + Data Logs + Data

e Each data center: BigTable cluster, application
server + Megastore library, replication server,
coordinator

e Datain BigTable is identical at all replicas



Setting

e Browser web requests may arrive at any
replica




Setting

® Transactions can only use data within a single “entity
group”

® An entity group is one row or a set of related rows
® Defined by application
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Entity Groups Example

CREATE SCHEMA PhotoApp;

CREATE TABLE User {

required int64 user_id;

required string name;

} PRIMARY KEY(user_id), ENTITY GROUP ROOT;

CREATE TABLE Photo {

required int64 user_id;

required int32 photo_id;

required int64 time;

required string full_url;

optional string thumbnail_url;

repeated string tag;

} PRIMARY KEY(user_id, photo_id),

IN TABLE User,
ENTITY GROUP KEY(user_id) REFERENCES User;




BigTable Layout

Row User. | Photo. Photo. Photo.
key name | time tag _url

101 [Jobm | | |

101,500 | | 12:30:01 | Dinner, Pars [ ..
101,502 | | 12:15:22 | Betty, Paris | ..
102 [ May| | [




Transactions

® Each entity group has a log of transactions

® Stored in BigTable, a copy at each replica
® Data in BigTable should be a result of playing log
® Transaction code in application server:

- * Findhighest log entry # (n)




Notes

e Commit requires waiting for inter-datacenter
messages

e Only a majority of replicas need to respond




Concurrent Transactions

® Data race: eg., two clients doing "x = x+1"
® Megastore allows one to commit, aborts the others

® (Conservatively prohibits concurrency within an
entity group

~® 50 does not use traditional DB locking: which would




Reads

e Must get latest data

e Would like to avoid inter-replica
communication

* Idedlly would read from local BigTable w/o




Rotating Leader

e Each accepted log entry indicates a "leader"
for next entry

e |Leader gets to choose who submits proposal #0 for
‘next log entry




What if concurrent
commits?

e Leader will give one the right o send accepts
for proposal #0

e The other will send prepares for higher
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"Write" Details

o Ask leader for permission to use proposal #0
e If "no", send Paxos prepare messages
e Send accepts, repeat prepares if ho majority

~» Send invalidate o coordinator of ANY replica




Failure: Overloaded
replica

e R1won't respond




Failure: replica
disconnection

® Designers view this as rare

® Replica won't respond to Paxos (OK), but coordinator
not responding is a problem

e Worite will block




Performance

e Reads take 10s of milliseconds

e Writes take 100s of milliseconds




MegaStore Summary

e High availability through replication, seamless
fail-over

e Replicated at multiple data centers, for low

atencv and avallapil




Spanner

o Picks up from where MegaStore left of f

e Some commonality in terms of mechanisms but
a different implementation




Example: Social Network

e Consider a simple schema:
e User posts

e Friend lists
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Read Transactions

e Example: Generate a page of friends' recent
posts

e Consistent view of friend list and their posts

e Want to support:




Spanner’'s TimeStamps

e TrueTime: "Global wall-clock time" with
bounded uncertainty

e Returns a lower-bound and upper-bound on




Spanner Transaction

e Two-phase commit layered on top of Paxos

e Paxos provides reliability and replication
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Spanner Transaction

e Each participant selects a proposed timestamp for
the transaction greater than what it has committed
earlier

e Coordinator assigns the transaction a timestamp
that is greater than these timestamps
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Read Transactions

e Currently handled at the group leaders

e Two forms: read transactions across multiple
groups, read ftransaction across a single group




Summary

e GFS: blob store abstraction

e BigTable: semistructured table abstraction
within a datacenter




