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GreenDroid	
  &	
  Intro	
  to	
  “dark	
  silicon”	
  

Claim:	
  
On	
  3W	
  of	
  power,	
  only	
  1%	
  of	
  a	
  typical	
  mobile	
  
chip	
  can	
  switch	
  at	
  full	
  frequency	
  
	
  
Authors	
  describe	
  trends	
  that	
  led	
  to	
  this	
  situaIon	
  
	
  
Outline	
  their	
  approach	
  to	
  uIlizing	
  “dark	
  silicon”	
  



GreenDroid	
  &	
  Intro	
  to	
  “dark	
  silicon”	
  

•  Idea	
  of	
  GreenDroid	
  is	
  to	
  use	
  more	
  transistors	
  
(which	
  are	
  plenIful)	
  but	
  less	
  power	
  (which	
  is	
  
scarce)	
  

•  100	
  “highly	
  specialized	
  energy-­‐reducing	
  cores”	
  

•  Claim	
  “11	
  Imes	
  less	
  energy”	
  at	
  same	
  or	
  beQer	
  
performance	
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This argument is summarized in Table 1,
which takes as input variable a scaling factor S,
which describes the ratio between the feature
sizes of two processes (e.g., S = 45/32 = 1.4x
between 45 nm and 32 nm technology). In “clas-
sical” (i.e., pre-2005) scaling proposed by
Denard, we are able to scale the threshold volt-
age and operating voltage together. Currently,
we are in a “leakage-limited” regime where we
cannot decrease lower threshold and operating
voltages without exponentially increasing either
transistor delay or leakage.

In both regimes, full-chip transistor counts
increase by S2, the native switching frequency of
transistors increases by S , and capacitance
decreases by 1/S. However, the two cases differ
in operating voltage (Vdd) scaling: with classical
scaling, Vdd decreases by 1/S, but with leakage-
limited scaling, Vdd stays fixed. When transition-
ing to another process generation, the change in
power consumption is the product of these terms
and an additional factor of Vdd.

Thus, currently, the only factor decreasing
power consumption as we move to a new process
generation is the reduction of capacitance per
transistor, at a rate of 1/S, while the other fac-
tors are increasing it by S3.

As shown in Table 1, in classical scaling,
using all of the chip area for transistors running
at maximum frequency would result in constant
power between process generations, and we
retain the ability to utilize all of the chip
resources. Today, doing the same would increase
power consumption by S2. Since power budgets
are constrained in real systems, we must instead
reduce utilization of chip resources by 1/S2 (i.e.,
2× with each process generation). Effectively, a
greater and greater fraction of the silicon chip
will have to be dark silicon.

EXPERIMENTAL VERIFICATION
To validate these scaling theory predictions, we
performed several experiments targeting cur-
rent-day fabrication processes. A small datapath

— an arithmetic logic unit (ALU) sandwiched
between two registers — was replicated across a
40-mm2 chip in a 90 nm Taiwan Semiconductor
Manufacturing Corporation (TSMC) genera-
tion. We found that a 3 W power budget would
allow only 5 percent of the chip to run at full
speed. In a 45 nm TSMC process, this percent-
age drops to 1.8 percent, a factor of 2.8×. Apply-
ing the International Technology Roadmap for
Semiconductors (ITRS) for 32 nm suggests uti-
lization would drop to 0.9 percent. These mea-
surements confirm that the trend is upon us,
although it has been mitigated slightly by one-
off improvements to process technology (e.g.,
strained silicon).

REAL WORLD OBSERVATIONS
The real world also provides direct evidence of
the utilization wall. Desktop and laptop proces-
sor frequencies have increased very slowly for
the better part of a decade, and chip core
counts have scaled much more slowly than the
increase in transistor count. Increasing fractions
of the chips are used for cache or low-activity
“uncore” logic like memory controllers and
chipsets. Recently, Intel and AMD have adver-
tised a “turbo mode” that runs some cores
faster if the others are switched off. We can
expect similar trends for the future of mobile
processors as well.

DESIGNING NEW ARCHITECTURES FOR THE
UTILIZATION WALL

These observations show that the utilization wall
is a fundamental first order constraint for pro-
cessor design. CMOS scaling theory predicts
exponential decreases in the amount of non-dark
silicon with each process generation. To adapt,
we need to create architectures that can leverage
many, many transistors without actually actively
switching them all. In the following section, we
describe GreenDroid’s design, and show how c-
cores have these exact qualities and can employ
otherwise unused dark silicon to mitigate the
extreme power constraints that the utilization
wall imposes.

THE GREENDROID ARCHITECTURE
A GreenDroid processor combines general-pur-
pose processors with application-specific co-
processors that are very energy efficient. These
conservation cores, or c-cores [2], execute most
of an application’s code and will account for
well over 90 percent of execution time. Green-
Droid is a heterogeneous tiled architecture.
Figure 2a illustrates how it uses a grid-based
organization to connect multiple tiles. Figure
2b show the floor plan for one of the tiles. It
contains an energy-efficient 32-bit 7-stage in-
order pipeline that runs at 1.5 GHz in a 45 nm
process technology. It includes a single-preci-
sion floating point unit (FPU), multiplier, 16-
kbyte I-cache, translation lookaside buffer
(TLB), and 32-kbyte banked L1 data cache.
The architecture also includes a mesh-based
on-chip network (OCN). The OCN carries
memory traffic and supports fast synchroniza-
tion primitives, similar to the Raw scalable tiled

Table 1. Classical vs. leakage-limited scaling. In
contrast to the classical regime proposed by
Denard, under the leakage-limited regime, the
total chip utilization for a fixed power budget
drops by a factor of S2 with each process genera-
tion.

Transistor property Classical Leakage-
limited

� Quantity S2 S2

� Frequency S S

� Capacitance 1/S 1/S

� V2
dd 1/S2 1

� � Power = � QFCV2 1 S2

� � Utilization =
1/Power 1 1/S2

CMOS scaling theory
predicts exponential

decreases in the
amount of non-dark

silicon with each
process generation.
To adapt, we need

to create 
architectures that

can leverage many,
many transistors
without actually
actively switching

them all.
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GreenDroid	
  &	
  Intro	
  to	
  “dark	
  silicon”	
  

•  S	
  is	
  “scaling	
  factor”	
  
between	
  feature	
  size	
  
(S	
  =	
  45/32	
  =	
  1.4x)	
  

•  Leakage	
  breaks	
  the	
  
voltage	
  scaling	
  law	
  

•  Whole-­‐chip	
  power	
  
consumpIon	
  increases	
  
with	
  smaller	
  features	
  



GreenDroid	
  &	
  Intro	
  to	
  “dark	
  silicon”	
  

•  Per-­‐transistor	
  consumpIon	
  is	
  constant,	
  but	
  
the	
  transistors	
  are	
  smaller	
  

•  Can’t	
  you	
  just	
  space	
  out	
  the	
  components	
  
more	
  to	
  avoid	
  the	
  leakage	
  problems?	
  

•  GreenDroid	
  seems	
  to	
  point	
  towards	
  hardware	
  
specializaIon?	
  
– Put	
  many	
  specialized	
  circuits	
  on	
  a	
  chip?	
  



End	
  of	
  MulIcore	
  Scaling	
  

•  People	
  have	
  assumed	
  that	
  mulI-­‐core	
  is	
  the	
  
way	
  to	
  overcome	
  the	
  end	
  of	
  Denard	
  Scaling	
  

•  Paper	
  argues	
  the	
  aQainable	
  speed-­‐ups	
  from	
  
mulIcore	
  will	
  not	
  support	
  expected	
  perf	
  
increases	
  

•  Paper	
  argues	
  dark	
  silicon	
  will	
  be	
  pervasive	
  



End	
  of	
  MulIcore	
  Scaling	
  

•  Device	
  scaling	
  model	
  
– How	
  area,	
  freq,	
  power	
  reqs	
  will	
  evolve	
  through	
  2024	
  

•  Core	
  scaling	
  model:	
  
– AQainable	
  power/perf	
  and	
  area/perf	
  “Pareto	
  
fronIer”	
  (opImal	
  design	
  space)	
  for	
  single	
  core	
  

•  MulIcore	
  scaling	
  model:	
  
– AQainable	
  area,	
  power,	
  perf	
  for	
  different	
  CPU-­‐	
  and	
  
GPU-­‐like	
  mulIcore	
  configuraIons	
  

•  Cartesian	
  products	
  of	
  these	
  design	
  spaces	
  



End	
  of	
  MulIcore	
  Scaling	
  

Conclude:	
  
	
  
•  Over	
  next	
  5	
  generaIons,	
  only	
  7.9x	
  speedup	
  
(instead	
  of	
  32x)	
  

•  Dark	
  silicon	
  will	
  increase	
  to	
  20%	
  then	
  50%	
  of	
  
chip	
  area	
  



End	
  of	
  MulIcore	
  Scaling	
  

•  In	
  8/12	
  benchmarks,	
  there	
  isn’t	
  enough	
  
parallelism	
  to	
  sustain	
  Moore’s	
  law	
  even	
  when	
  
power	
  is	
  allowed	
  to	
  climb	
  up	
  to	
  500W	
  

•  In	
  4/12	
  benchmarks,	
  there	
  is	
  sufficient	
  
parallelism,	
  but	
  only	
  at	
  overly	
  high	
  power	
  
consumpIon	
  (not	
  aQainable,	
  resulIng	
  in	
  dark	
  
silicon)	
  



End	
  of	
  MulIcore	
  Scaling	
  

•  “…few	
  applicaIons	
  can	
  efficiently	
  use	
  a	
  100-­‐
core	
  or	
  1000-­‐core	
  chip…”	
  
–  Is	
  this	
  fundamentally	
  true?	
  I	
  thought	
  the	
  
theoreIcal	
  parallelizaIon	
  limit	
  of	
  most	
  things	
  was	
  
very	
  high?	
  

•  Why	
  are	
  their	
  esImates	
  of	
  %	
  dark	
  silicon	
  so	
  
different	
  from	
  GreenDroid	
  paper?	
  


