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Ih early 1981, I was still at Control Data in the 
Twin Cities. The Cyber 180/990 project was close 
to the prototype stage, so no new performance fea- 
tures could be added. It was apparent there wasn’t 
much left for me to do. Also, there were a number 
of interesting problems that had come up during 
my year and a half at CDC, and time hadn’t 
allowed pursuing them as much as I had wanted 
- returning to the University of Wisconsin would 
provide the opportunity. I decided to resume my 
academic career, this time in computer architec- 
ture, and in late May I headed back to Madison. 

The Cyber 180/990 had issued instructions in 
order, at most one per cycle. And, within CDC at 
the time, these were treated as fundamental con- 
straints. I had some rather vague notions of how to 
overcome these barriers -but left CDC more with 
goals in mind than any specific solutions. 

Because my prior experience had been with 
numerical problems, back at Wisconsin I hit upon a 
way of achieving multiple issue and dynamic 
scheduling with two instruction streams and 
queues. One instruction stream was for addressing 
and one for computation. Each stream would issue 
in order - maintaining simplicity. I remember 
being pretty excited about the novelty of the con- 
cept - but was a little deflated a few weeks later 
when I read about the CSPI array processors in the 
Sept. ‘81 issue of Computer Magazine [l]. These 
weren’t general purpose computers, but used basi- 
cally the same access/execution decoupling. After 
the ISCA paper appeared, I also became aware of 
the SMA work that Andy Pleszkun had done for 
his Ph.D. with Ed Davidson at Illinois [2]. And, 
about a year later at a workshop in New Orleans 
appeared yet another machine with similar con- 
cepts [3]. It was a proposed machine called FOM 

(FORTRAN Oriented Machine) from IBM - a 
place where superscalar concepts had been kicked 
around for a long time. 

The benchmarking in the paper was pretty 
miserable by today’s standards. I used compila- 
tions for the Cray-1 as a guide. The actual simula- 
tions were done by hand, and average speedups 
were calculated as, ahem, the arithmetic mean. 

The simplicity of in-order instruction issue had 
been drilled into me at CDC - in retrospect, too 
much. It probably prevented me from looking at 
more flexible superscalar machines early on. It is 
my observation that a common mistake of archi- 
tects has been (and continues to be) overestimating 
the complexity of dispatch/issue logic. 

I still think the idea of two separate instruction 
streams connected with branch queues was neat. 
And having two PCs helped with the precise inter- 
rupt problem. But later in a study published at a 
small conference, Tom Kaminski and I looked at a 
scheme that combined instruction streams in the 
binary and had a hardware “splitter” that divided 
the stream after it was fetched [4]. This was the 
form that showed up later in the ZS-1 [5] (another, 
longer story). With this modification, decoupled 
machines were similar in appearance to the first 
IBM RS/6000s. A major difference is that the 
decoupled machines use architectural queues for 
renaming memory operands. This had the advan- 
tage of renaming the values that were most impor- 
tant - load values, and the queue discipline made 
management of the physical locations very 
straightforward. 

Following this paper, the research got a big 
boost when Shlomo Weiss came along. Building on 
tools Nick Pang had developed, Shlomo did sub- 
stantial performance studies (and he and I realized 
in the process that harmonic mean speedups 
should be used). These more detailed results 
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appeared in the IEEE Transactions on Computers a 
few of years later [6]. Along the way, Honesty 
Young also added significantly to the Cray-1 simu- 
lation tool set which benefited this research. After I 
left the University in 1983 to work on the ZS-1, 
research on decoupled architectures at Wisconsin 
continued with the PIPE project [7], headed by Jim 
Goodman, Andy Pleszkun, and Randy Katz. The 
PIPE project produced a number of significant 
papers on decoupled architectures - including 
one that appeared in the 12th ISCA [B]. 
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