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The GraphLab Framework

Graph Based Update Functions
Data Representation User Computation

Scheduler Consistency Model
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Interpreting Low-Rank Matrix Completion (aka
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Matrix Completion as a Graph
" JEE

X;; known for black cells
X;; unknown for white cells

Rows index users
Columns index movies

X =

Coordinate Descent for Matrix
Factorization: Alternating Least-Squares

Iil,ilg Z (Ly - Ry — Tup)? + )H,“L” + )w"R”

(uav):ruvi?

m Fix movie factors, optimize for user factors 9
ﬂ Independent least-squares over users E (Lu : Rv - Tuv)

vEV, "X(,"L”

m Fix user factors, optimize for movie factors
ﬂ Independent least-squares over movies E (Lu . RU — Tuv)
uelUy + )\\/ "‘k‘/

m System may be underdetermined: w2e rz_ﬁ\dmr(‘1¢k( onN

2

m Converges to \0(*\ ofk'\mo\
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Alternating Least Squares Update Function

nLlin Z (Lo - Ry = 1u)? n]}zin Z (L - Ry = T
" vEV,, v uelU,

SGD for Matrix Factorization in GraphLab

€ = Lgf) . Rz(f) — Ty

L1(At+1) (1 - ﬁt)\u)Lq(f) - nthRq(;t)
Rq(JtH) (1- m)\v)Ra(f) — mEtLq(f)
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Bayesian PMF Example  rl eies o &

as welf /

- CAT ?" ¢I'

= Latent user and movie factors: %+ L
Lu~ N(MM/ 21.«) u:\,.ulr\ i @
Ro~N(my,3,) v:liym

m Observations -\ (L, R,, g,‘) @

m Hyperparameters: u=1...n\N_A|

¢ fM“, fu MV, SV, 5( 5 /Il"o’/" \
A S
‘ fpﬁ('(pf 5'1!/4’\ okS. so far

m Want to predict new moviefating: —~—_
et 1%, 8) = olet u ke ) p(L,R 1X,4) dUR
A OLS rats aas
Mu divg
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Bayesian PMF Gibbs Sampler
" S

m Outline of Bayesian PMF sampler

)
| l03£ l) Q(I)

2 fur kel N LRIy S

()Samp‘c hyperparens @
( )For eath user u,(/ N VM?‘L in gamull

k)
L) n p(L 1K, RS, 49)
(M:*) 7 esch modvie Vé(’”'/"‘ samp\c (n E“’f"!((
‘lluu\ N P(RV\Xz L(m), ¢1u))
\,({\1 similar v idcas of ALS (975(.,,,,@5‘4(7)
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Bayesian PMF Example
" O

m For user u: prior ’ lelhihood for wir,
—
p(Lu | X, R, ¢“) O(p(LU | Qbu) H p(ruv | Lu7Rv7¢r)

veV,
of N(Lul"u, 5..) ﬂ ”(’w IL,-K,/D',L)
Ve lin
~ . cnd &L
’ :N(L“":V-: iw) ‘e “:;B__J ecioc 1S
~" _l a T I‘- i "Ll Some
WLUL 2u 2 Z,. “+ Oy Z RvRv cam'-ly as
- ~ ‘vtv.. fr.'ot
M, = 2.4(0742 ﬁ.vﬁ" 4 Zu Mw)

VeV,
nm Syfnmetrically for R, conditioned on L (breaks down over movies)
m Luckily, we can use this to get our desired posterior samples
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PMF Gibbs Sampling in GraphLab

p(Lu | X7 Ra (bu) = N(ﬂua iu) 2“ - 2771 +0;2 z RUR?; iy = 2M <0;2 z Tuo Ry + Euﬂ“)
veEVy

vEVy
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&
GraphLab\

Release 2.2 available now
http:/graphilab.org

Documentation... Code... Tutorials... (more on the way)

GraphChi 0.1 available now
http:/graphchi.org

What you need to know...
" JEE—

m Data-parallel versus graph-parallel computation

m Bulk synchronous processing versus asynchronous
processing

m GraphlLab system for graph-parallel computation
Data representation
Update functions
Scheduling
Consistency model

m ALS, SGD and Gibbs for matrix factorization/PMF in
GraphLab

ooooooooooooo




Reading
" JEE

m Papers under “Case Study IV: Parallel Learning with
GraphLab”

m Optional:

Parallel Splash BP
http://www.ml.cmu.edu/research/dap-papers/dap-gonzalez.pdf
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Acknowledgements
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m Slides based on Carlos Guestrin’s GraphLab talk
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Case Study 5: Mixed Membership Modeling

Clustering Documents

Reuvisited,
Latent Dirichlet Allocation

Machine Learning for Big Data
CSES47/STAT548, University of Washington

Emily Fox
February 27, 2014
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Document Retrieval
= JEE
m Goal: Retrieve documents of interest

m Challenges:
Tons of articles out there
How should we measure similarity?

ooooooooooooo




Task 1: Find Similar Documents
= JEEE
m First considered:
O Input: Query article
1 Output: Set of k similar articles o
AL
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Task 2: Cluster Documents
" JEEE
m Then examined:
1 Cluster documents based on topic
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Document Representation
" JEEE—
m Bag of words model

?ﬂ.v’.ouSl'/: £~ yector €cn a@
) word Counts
X= (c.%. Qc-'u(F)

p.f'QormzL operations o0
this vekor

P

document d

now : !
)(A - { w? sy, W“J€ ,‘“L;ct—g

\M\orAUzé Set of |\l¢! word ek

eV vocek:
w; € "

A Generative Model
" JEE A
m Documents: X‘r“; XD with Y‘(‘ ?w‘\lw‘, V’uaﬁ
m Associated topics: z',.., 2" witl lc 1 K3
l"/

m Parameters: 6 = {m, 8} T 3 topcs
05 l? - [’\'(”‘.., T‘K] topic PraL,.IoIIH-'.cS
W
P’(Z‘l:l‘\—‘ “‘C wafl 2
\ e \/ ?(pk'r
(= &—] & v
2 :
R’ : \\\[‘l\l“]'L
K| —Rk—— Lo v
Z\orés
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A Generative Model

* JEEE— i
. fo\’. -Q'P
= Documents: z°,..., 2" o et /Q‘;’: \,.a\:i’
m Associated topics: z',..., 2" it ﬁk‘ o+ :':'t
m Parameters: 0 = {7, 3} 24 R e
m Generative model: d‘ o
d 4691 € Na £N N wgwﬂ
2 ~ Tl o),,nuakl P D D Jogs ¢
41,4 Al Ny
"‘)i IZ ~ 625 777
Givan lopic ?l:l( Cor doc d, c[rAw eoch word
Crom [Sk
H T
Model In Pictures . :
k
o 24 K

m Mixture weights (on topics)

™

‘;h:‘—.“ LOOK INSIDE!
m Topic distributions (on words)
B 7

m For each document,

ZdNTF

w;l | Zd Nﬁzd
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Bayesian Document Model
" JEE

m Model parameters ,{ 8%} unknown

T

m Bayesian approach ——— By
24 K
W,

m Need distribution on pmf’s D
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The Simplex in 3D
"

m The simplex defines the hyperplane of vectors that sum to 1

A
61
0<60,<1
22:1 0 =1
>
92
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Dirichlet Distributions
= JEE

m The Dirichlet distribution is defined on the simplex

Var,[mx] =

K-1
KQ(OéO —1—1)

Dirichlet Probability Densities
"

»

™
m ~ Dir(1,1,1)

EN‘

™
m ~ Dir(4,9,7)

™
m ~ Dir(4,4,4)

%
1
7 ~ Dir(0.2,0.2,0.2)

ooooooooooooo

7w ~ Dir(aq,...,ax)

(1,0,0) 0,0,1) (0,1,0)
2
(1BA/31/3)  (1/4,1/4,1/2)  (1/2,1/2,0)
o
(&)
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Dirichlet Samples
* JE

m Samples are sparse for small values of ¢;

Samples from Dir (alpha=0.1)
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Model Summary
" JEE——
m Prior on model parameters
E.g., symmetric Dirichlet for 7T

(6% (6%
~ Di (——)
T 1r K K

15

0 o

Dirichlet prior for topic parameters Bkz

m Sample observations as

ZdN’]T

wd | 24 ~ B.a
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Posterior Inference via Sampling
* JEEE

m lterate between sampling

—>~

4
>

m What form do these complete conditionals take?

First a look at statements of conditional independence in directed
graphical models

©Emily Fox 2014 31

Conditional Independence in

- Saugslets

m Consider 4 different junction configurations

— —  — ==

ol | pul I =l |

(a) (b) () (d)
m Conditional versus unconditional independence:
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Bayes Ball Algorithm
" JEE
m Consider 4 different junction configurations

@—'@—@@'—@'—@@'—@—@@D—'@'—C@

=l | =) | =) |
(a) (b) (©) (@

m Bayes ball algorithm
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Markov Blanket
= JEEE

m A node is conditionally independent of all other nodes in the
graph given its Markov blanket

m Gibbs sampling iterates between
full conditionals

- simplify to

©Emily Fox 2014
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Unplated Document Model

m Recall that the plate notation is really indicating

<« 3N «O
—>~

D <
>

©Emily Fox 2014

35

Complete Conditional for 7T

m Recall conjugate Dirichlet prior

«
6 i\ 7~ Dir(aq,...,ax) plrla Zkak
&d /ﬁk m Likelihood:
< T K m Dirichlet posterior
Count occurrences of
*Nd Then,

ik

k

Conjugacy: Posterior has same form as prior

©Emily Fox 2014
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Complete Conditional for [

m Again, Dirichlet prior

m Consider docs d such that

For these observations,
Do any other docs depend on [3;?

N
U
\
L=
=

bNd D m Then,

Again, posterior has same form as prior
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Complete Conditional for 24

m We have o

wfl ‘ Zd’ {ﬁk’} ~ Bzd

a
v
™

—>~

™ <
x>

6 . m Calculate the posterior for each value of z¢
i K (“responsibility” of each topic to the doc):

i gy _mep({wf} | )
D e =P =R ) = G} 5)

m Sample each cluster indicator as
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Task 3: Mixed Membership Models
" JEE

m Now: Document may belong to multiple clusters

FouE pAGE | To0AYS PAPER | ioEo | WosT PORULAR | US. Edton

heNework Times Education

WORLD | US| N¥./REGION | BUSINESS | TECHNOLOGY SCIENGE HEALTH SPORTS | OPINION A

POLITICS EDUCATION TEXAS

Explore how our resources

can add value to your meeting

Students Rush to Web Classes, but Profits May Be Much
Later

b CHAPTER
FUNCTIONS|

=

& Oniine Loarning, En Masse: Nors op colleges ar ' courses, but companis and

EDUCATION

FINANCE

TECHNOLOGY
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Latent Dirichlet Allocation (LDA
" S

COLD SPRING HARBOR, NEW YORK—
How many genes does anjorganism need to
survive! Last week at the genome meeting
here,* two genome researchers with radically
different approaches presented complenien-
tary views of the basic genes needed for life.
One research team, using compurer analy-
ses to compare known genomes, concluded
that today’s organisms can be sustained with
just 25Q genes, and that the earliest life forms
required a mere 128 genes. The
UL}]CI' TC\C:H'{_}\L‘I’ In‘(lppcn] genes
in a simple parasite and esti-

”Li“"d l’h.ir ﬂ)r rhl\ organism,

80C genes are plenty to do the

o/

™

“are not all that far apart,” especially in
compartson to [hc 7500\: genes i [hL‘ 1“1’
man genome, notes Siv Andersson of Uppsala
University in Sweden, who arrived at the
800 number. But coming up with a consen-
SUS Answer l““y bC more thﬂn }US[ a genetic
numbers game, particularly as more and
more genomes are completely mapped and
sequenced. “It may be a way of organizing
any newly sequenced genome,” explains

Arcady Mushegian, a computational mo
lecular biologist at the National Center
for Biotechnology Information (NCBI)
in Bethesda, Maryland. Comparing an

Reduncant ano -
job—bur that anyrhing short Denes. bl g
of 100 wouldn't be enough. o §
Although the numbers don't B B
match precisely, those predictions - Mgoitaama it £
“d69 eties 2
* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12 mate of the minimum modern and ancient aenomes.
©Emily Fox 2014 40
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Latent Dirichlet Allocation (LDA
"

Topics
gene 0.04
dna 0.62

genetic 0.01

life 0.02
evolve 0.01
organism 0.01

\/

brain 0.04
neuron  ©.02
nerve 0.61
data 0.62

number  0.62
computer .01

Topic proportions and

Documents -
assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK— “are nor all that far
lox o comparison to the

T answeray be more than just

ses 10 compare known senomes, concluded  more
I . b sustained w

nd that the earlest

equi N h
required 4 mere 128 senes, The

ather researcher mapped senes

match precisely, those predic

Genome Mapping and Sequenc-

/

ing. Cold Spring Harbor, New York, tripping down. Computer analysis yields an esti
May 8o mate of the minimum modern and ancient genomes.
SCIENCE » VOL. 272 24 MAY 1996
T
!
©Emily Fox 2014 a

Latent Dirichlet Allocation (LDA
" S

Topics

Topic proportions and

Documents ;
assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far

comparison to the

t at the Nai
iotechnology Inforn
Bethesda, Maryland. Comparing

a) Center

* Genome Mapping and Sequenc-
ing. Cold Spring Harbor. New York, Stripping down. Computer analysis i6/s an esti
May 81012 mate of the minimum modern and ancient genomes.

SCIENCE » v

* 24 MAY 199
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LDA Generative Model
= JEE

m Observations: wf,...,w%,

m Associated topics: z{,..., 2%,
m Parameters: § = {{r?}, {B:}}

m Generative model:

©Emily Fox 2014
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17K documents
11M words

m  Model: 100-topic LDA model

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all thar f

comparison to the 75,0

specally in
<in the hu

different appronc
tary views of the
One research team,
s to compare known

oncluded

y
anisms can ned with  sequenced. *It may be
nes, and that thy

required a mere 128

other rescarcher ma

wliestlife forms — any newly se e explains
n.a compurational mo
ist at the National Center
\ for Biotechnalogy Information (NCBI)
taemoshite !

e in Bethesda, Maryland. Comparing an

in @ simple parasite and esti-

e plenty to
job—but that anythy
of 100 wouldn't be
Alth
match p

the nu don't

ly, those predictions |
* Genome Mapping and Sequenc- —
ing, Cold Spring Harbor, New York. Stripping down. Computer analysis yields an esti-
May 810 12. mate of the minimum modern and ancient genomes

SCIENCE  VOL. 2

24 MAY 1996
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Probability

04

03

02

m Data: The OCR’ed collection of Science from 1990-2000

20K unique terms (stop words and rare words removed)

L

Example Inference — Topic Weights

Ll

1816 26 36

46 56 66 76 86 96

Topics

45
Example Inference — Topic Words
" JE
human evolution disease computer
genome evolutionary host models
dna species bacteria information
genetic organisms diseases data
genes life resistance computers
sequence origin bacterial system
gene biology new network
molecular groups strains systems
sequencing  phylogenetic control model
map living infectious parallel
information diversity malaria methods
genetics group parasite networks
mapping new parasites software
project two united new
sequences common tuberculosis simulations
©Emily Fox 2014 46
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What you need to know...
" JEEE

m Bayesian specification of document clustering model

m Rules of conditional and unconditional independence in
directed graphical models (Bayes nets)
1 Bayes’ ball
1 Markov blanket

m Gibbs sampling for Bayesian document model

m Latent Dirichlet allocation (LDA) motivation and
generative model specification

©Emily Fox 2014 47

Reading
" JEEE——
m Mixed Membership Models: KM Sec. 27.3
1 Basic LDA:
Blei, David M., Andrew Y. Ng, and Michael |. Jordan. "Latent

dirichlet allocation." the Journal of machine Learning research 3
(2003): 993-1022.

1 Introduction:
Blei, David M. "Probabilistic topic models." Communications of
the ACM, vol. 55, no. 4 (2012): 77-84.

1 Sampling:
Griffith, Thomas L. and Mark Steyvers. "Finding scientific topics."
Proceedings of the National Academy of Sciences of the United
States of America, Volume: 101, Supplement: 1 (2004): Pages:
5228-5235
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