http://lwww.cs.washington.edu/education/courses/cse546/16au/

What's learning?
Point Estimation

Machine Learning — CSE546
Sham Kakade
University of Washington

September 28, 2016

What is Machine Learning ?




Machine Learning
" JEE
Study of algorithms that

m improve their performance
m at some task
m with experience

Machine

Data == == Understanding

Learning

Classification

from data to discrete classes




Spam filtering
" e  prediction

Natural _LoseWeight SuperFood Endorsed by Oprah Winfrey, Free Trial 1 bottle,
pay only $5.95 for shipping mfw rlk spam |x

Jaquelyn Halley to nherrlein, bce: thehorney, bee: ang show details 9:52 PM (1 hour ago) 45 Reply | ¥

=== Natural WeightLOSS Solution ===

Vital Acai is a natural WeightLOSS product that Enables people to lose wieght and cleansing their bodies
faster than most other products on the market.

Here are some of the benefits of Vital Acai that You might not be aware of. These benefits have helped
people who have been using Vital Acai daily to Achieve goals and reach new heights in there dieting that
they never thought they could.

* Rapid WeightL0SS

* Increased metabolism - BurnFat & calories easily!
* Better Mood and Attitude

* More Self Confidence

* Cleanse and Detoxify Your Body

* Much More Energy

* BetterSexLife

* A Natural Colon Cleanse
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Text classification

» All About The Company
Global Activities
Corporate Structure.
TOTAL's Story
Upstream Strategy

Company home page

TOTAL Foundation

Homepage

all about the \B)
company
Our energy exploration, production, and distribution P ersona | h ome p a g e

operations span the globe, with activities in more than 100
countries

At TOTAL, we draw our greatest strength from our

fast-growing oil and gas reserves. Our strategic emphasis VS
on natural gas provides a strong position in a rapidly
expanding market.

05 s s i o University home page

and the Mediterrancan Rim complement already solid
positions in Europe, Afiica, and the U.S

Our growing specialty chericals sector adds balance and
‘profitto the core energy business. VS
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Object detection

(Prof. H. Schneiderman)

Example training images

for each orientation
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Reading
a noun
(vs verb)
[Rustandi et al.,
2005]
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Weather prediction

Cumbern -nd

Rarkersburg)
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inderyroundeon S
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The classification pipeline
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" JEEE

Regression

predicting a numeric value

Stock market
" S

09 :  wm~DII 8,473.9697

Oct Nov Dec 2009

= Volume 4,725,049,856
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Weather prediction revisited
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Temperature

temperature (C)

30

15

Modeling sensor data
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m Measure temperatures at
some locations

m Predict temperatures
throughout the environment




Similarity

finding data

Given image, find similar images

http://www.tiltomo.com/ 16




Similar products

Processing: A Programming Handbook for Visual Designers and Artists (Hardcover)

by Casey Reas (Author), Sen Fry (Author), John Maeda (Foreword)
Fededcfo ) (13 customer reviews)

Available from these sellers.

31new from $47.95 8 used from $43.56

Get Free Two-Day Shipping
Get Free Two-Day Shipping for three months with a special extended free trial of Amazon Prime"™. Add this eligible textbook to your cart to qualify. Sign up at checkout. See details

Ses targer image

‘Share vour own customer images

Sublisher: tearn hon customers can search
Insige tis book.

Please tell

publish
d lice to read this book
on Kindle

Don't have 2 Kindie? Get
yours here.

Related Education & Training Services in Pittsburgh

Learn HTML Coding

www.FuliSail.edu » Earn Your Bachelor's Degree in Web Design and Development.

Creste Websites with HTML

hitp://www.unex.Berkeley.edu « Learn HTML Online, Start Anytime! with UC Berkeley Extension

Intensive XSLT Training

‘www.objectdatzlabs.com/course10.asp - OnSite or in NYC, LA, SFO, ORD, DC Will customize & train as few as 3

Customers Who Bought This Item Also Bought

Processing: Creative Coding Visualizing Data: Exploring s Talk: Practical

hysical Computing: Sensin Learning Processing: A
and Computational A... by 2nd Explaining Data... by or Conne... by Tom 2nd Controlling the... by Tom Beginner's Guide to... by
Ira Greenberg Ben Fry Igoe Igoe Daniel Shiffman
P — efcdchore (11) $26.39 Stcpcd: (15) $19.79 et (20) $19.00 et (7) $44.95
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Clustering

discovering structure in data

©2016 Sham Kakade




Clustering Data: Group similar things
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Clustering images
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Clustering web search results

web news images wikipedia blogs jobs more»

D =

ivanced
preferences

Cluster Human contains 8 documents.
AN sources sites

All Results (235) remix 4 Race (classification of human beings) - Wikipedia. the free ... ® 2 &
© Carzn) ‘The term race o racial group usually refers to the concept of dividing humans into populations or groups on the basis of various sets of characteristics. The most widely used human racial

categories are based on visible trais (especially skin color, cranial or facial features and hair texture), and self- of race, as well as spe ys of grouping races, vary|

Ol acelcar by culture and over time, and are often controversial for scientific as well as social and political reasons History - Moder debates - Poltical and .

© Photos, Races Scheduled (5) en.wikipedia.org/wiki/Race_(classification_of_human_beings) - [cache] - Live, Ask
SlGane s 2. Race - Wikij the free er ia 8 2 &
@ Track (3 General. Racing competitions The Race (yachting race), or La course du millénaire, a no-rules round-the-world sailing event; Race (biology), classification of flora and fauna; Race (classification)

of human beings) Race and ethnicity in the United States Census, official definitions of "race" used by the US Census Bureau; Race and genetics, notion of racial classifications based on
genetics. Historical definitions of race; Race (bearing), the inner and outer rings of  rolling-element bearing. RACE in molecular biology "Rapid ... General - Sumames - Television - Music
© Equipment And Safety (2) Literature - Video games

en.wikipedia.org/wiki/Race - [cache] - Live, Ask

© Nascar(2)

© Other Topics (1)

© Photos 22) 3. Publications | Human Rights Watch & Q &
e The use of torture, unlawul rendition, secret prisons, unfair trials, ... Risks to Migrants, Refugees, and Asylum Seekers in Egypt and Israel .. In the run-up to the Beijing Olympics in August 2008,
ame (14)
© Definition (13 www hrw.orglbackgrounder/usalrace - [cache] - Ask
© Team (15) 4. Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich ... & A &
© Human ) Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich, Frank Miele: Books ... From Publishers Weekly Sarich, a Berkeley emeritus anthropologist, and Miele, an edtor .
ity-Differences-Vi 13340861 - [cache] - Live

@ Classification Of Human (2)
© Statement, Evolved (2) 5. AAPA on Aspects of Race & A &

/AAPA Statement on Biological Aspects of Race ... Published in the American Journal of Physical Anthropology, vol. 101, pp 569-570, 1996 ... PREAMBLE As scientists who study human
evolution and variation, .

© Weakend @ www.physanth.org/positionsrace htmi - [cache] - Ask

© Other Topics ()

© Ethnicity And Race (1) race: Definition from Answers.com &

© Race for the Cure (5 race n. Alocal geographic or global human population distinguished as a more or less distinct group by genetically transmitted physical
www.answers. comitopicirace-1 - [cache] - Live

>

© Race Inform

ion (5)

Dopefish.com & & &

Site for newbies as well as experienced Dopefish followers, chronicling the birth of the Dopefish, its numerous appearances in several computer games, and its eventual take-over of the human
find in clusters: race. Maintained by Mr. Dopefish himself, Joe Siegler of Apogee Software.

more | all clusters

@ www.dopefish.com - [cache] - Open Directory
©2016 Sham Kakade 21
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Embeddin g
visualizing data
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Embedding images

Images have thousands or
millions of pixels.

Can we give each image a
coordinate,
such that similar images
are near each other?

©2016 Sham Kakade
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Embedding words
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[Joseph Turian] 24
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billmark .
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Reinforcement Learning

training by feedback

26
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Learning to act

m Reinforcement learning

m An agent
1 Makes sensor observations
1 Must select action

1 Receives rewards
= positive for “good” states
= negative for “bad” states

[Ng et al. ’05]

©2016 Sham Kakade 27

" S

Impact

What are the biggest successes?

©2016 Sham Kakade
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Successes
" I

m Speech Recognition
SIRI, Alexa, etc.
m  Computer vision
ImageNet
m Alpha-Go
Game playing
Go was ‘solved’ with ML/AI
®  And more:
Natural language processing
Robotics (self-driving cars?)
Medical analysis
Computational biology

©2016 Sham Kakade

29

Growth of Machine Learning
"

One of the most sought for specialties in industry today.
m Machine learning is preferred approach to
Speech recognition, Natural language processing
Computer vision
Medical outcomes analysis
Robot control

Computational biology
Sensor networks

m This trend is accelerating, especially with Blg Data
Improved machine learning algorithms
Improved data capture, networking, faster computers
Software too complex to write by hand
New sensors / O devices
Demand for self-customization to user, environment

©2016 Sham Kakade

30
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Logistics

©2016 Sham Kakade 31

Syllabus

" JEE
m Covers a wide range of Machine Learning
techniques — from basic to state-of-the-art

m You will learn about the methods you heard about:

Point estimation, regression, logistic regression, optimization, nearest-neighbor,
decision trees, boosting, perceptron, overfitting, regularization, dimensionality
reduction, PCA, error bounds, SVMs, kernels, margin bounds,

K-means, EM, mixture models, HMMs, graphical models, deep learning,
reinforcement learning...

m Covers algorithms, theory and applications
m It’s going to be fun and hard work.

©2016 Sham Kakade 32
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Prerequisites
"

m Linear algebra:
SVDs, eigenvectors, matrix multiplication
m Probabilities
Distributions, densities, marginalization...
m Basic statistics
Moments, typical distributions, regression...
m Algorithms
Dynamic programming, basic data structures, complexity...
m Programming
Python will be very useful
m  We provide some background, but the class will be fast paced

m Ability to deal with “abstract mathematical concepts”

©2016 Sham Kakade 33

Recitations & Python
" JEE
m We’'ll run an optional recitations:
Time/Location

m We are recommending Python for homeworks!

There are many resources to get started with Python
online

We’ll run an optional tutorial:
= First recitation: next week

©2016 Sham Kakade 34
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Staff
" S

m Three Great TAs: Great resource for learning,
interact with them!

Dae Hyun Lee
Office hours: TBD

Angli Liu
Office hours: TBD

Alon Milchgrub
Office hours: TBD

©2016 Sham Kakade 35

Communication Channels

" JEE

m Announcements on Canvas.

m Use the Discussion board!
All non-personal questions should go here
Answering your question will help others
Feel free to chime in

m For e-mailing instructors about personal issues

and grading use:

cseb546-instructors@cs.washington.edu

m Office hours limited to knowledge based
questions. Use email for all grading questions.

©2016 Sham Kakade 36




Text Books
" S

m Required Textbook:
Machine Learning: a Probabilistic Perspective; Kevin Murphy
m Optional Books:
Understanding Machine Learning: From Theory to Algorithms;
Shai Shalev-Shwartz and Shai Ben-David.
Pattern Recognition and Machine Learning; Chris Bishop

The Elements of Statistical Learning: Data Mining, Inference,
and Prediction; Trevor Hastie, Robert Tibshirani, Jerome
Friedman

Machine Learning; Tom Mitchell

Information Theory, Inference, and Learning Algorithms; David
MacKay

©2016 Sham Kakade 37

Grading

" JEE
m 4 homeworks (65%)

First posted today
n Start early!
HW 1,2,4 (15%)
= Collaboration allowed

= You must write (and submit) your own code, which we may
run.

= You must write (and understand) your own answers.

HW 3 midterm (20%)

= No collaboration allowed.
m Final project (35%)
Full details: see website
Projects done individually, or groups of two students

©2016 Sham Kakade 38




HW Policy (SEE WEBSITE)
" A

m  Homeworks are hard/long, start early
Heavy programming component.
They will build on themselves (you will re-use your code).
33% subtracted per late day.
You have 2 LATE DAYS to use for homeworks throughout the quarter
Please plan accordingly.
No exceptions (aside from university policies).
All homeworks must be handed in, even for zero credit.
Use Canvas to submit homeworks.
No collaboration allowed on HW 3
Collaboration: HW 1,2,4
Each student writes (and understands) their own answers.
You may discuss the questions.
Write on your homework anyone with whom you collaborate.
Each student must write their own code for the programming part.

Please don’t search for answers on the web, Google, previous years’
homeworks, etc.

m please ask us if you are not sure if you can use a particular reference

©2016 Sham Kakade 39

Projects (35%)
" JEE

SEE WEBSITE

An opportunity/intro for research.

encouraged to be related to your research, but must be something new
you did this quarter

It's Not a project you worked on during the summer, last year, etc.
m  Grading:
We seek some novel exploration.
If you write your own code, great. We take this into account for grading.

You may use ML toolkits (e.g. TensorFlow, etc), then we expect more
ambitious project (in terms of scope, data, etc).

If you use simpler/smaller datasets, then we expect a more involved
analysis.

Individually or groups of two
Must involve real data
Must be data that you have available to you by the time of the project proposals
m  Must involve machine learning

©2016 Sham Kakade 40
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(tentative) project dates (35%)
" I

m  Full details in a couple of weeks

Mon., October 24, 5p: Project Proposals
Mon., November 14, 5p: Project Milestone
Thu., December 8, 9-11:30am: Poster Session
Thu., December 15, 10am: Project Report

©2016 Sham Kakade a1

Enjoy!
" JE
m ML is becoming ubiquitous in science,
engineering and beyond

m |t's one of the hottest topics in industry today

m This class should give you the basic foundation
for applying ML and developing new methods

m Have fun..

©2016 Sham Kakade 42
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A Data Science Job
" JE
m Someone asks you a stat/data science question:

She says: | have thumbtack, if | flip it, what’s the
probability it will fall with the nail up?

You say: Please flip it a few times:

You say: The probability is:
She says: Why???

You say: Because...

©2016 Sham Kakade 43

Thumbtack — Binomial Distribution
"
m P(Heads) =6, P(Tails) = 1-0

m Flips are i.i.d.:
Independent events

Identically distributed according to Binomial
distribution

m Sequence D of oy Heads and o Tails

P(D|6) =0%H(1 —0)°T

©2016 Sham Kakade 44




Maximum Likelihood Estimation
" J

m Data: Observed set D of oy Heads and o Tails

m Hypothesis: Binomial distribution

m Learning 0 is an optimization problem
What’s the objective function?

m MLE: Choose 6 that maximizes the probability of
observed data:

-~

0 = argm@ax P(D | 0)
= argm@ax In P(D | 6)

Your first learning algorithm

" JEEE
6 = argmeax In P(D | 6)

= argmaax INnO“H (1 — )T

m Set derivative to zero: d% InP(D | 6) =0

23



How many flips do | need?
" I

OvLE =

apg + ar

m She says: | flipped 3 heads and 2 tails.
m You say: 0 = 3/5, | can prove it!

m She says: What if | flipped 30 heads and 20 tails?

m You say: Same answer, | can prove it!

m She says: What’s better?

m You say: Humm... The more the merrier???

m She says: Is this why | am paying you the big
bucks?27??

Simple bound
(based on Hoeffding's inequality)
" JEE
m ForN=oytap, and 0y p = — 1
ag +ar

m Let 0" be the true parameter, for any £>0:

—~ 2
P(|6—6*|>¢) < 2 2Ne

24



PAC Learning
" JEE
m PAC: Probably Approximate Correct

m Billionaire says: | want to know the thumbtack
parameter 0, within € = 0.1, with probability at
least 1-6 = 0.95. How many flips?

P8 —0"|>¢) < 2o 2N€

What about continuous variables?
" JEE
m She says: If | am measuring a continuous
variable, what can you do for me?

m You say: Let me tell you about Gaussians...

1 —(@—p?
P(z | p,0) = ——e 252

o\ 27
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Some properties of Gaussians
" JEE
m affine transformation (multiplying by scalar and
adding a constant)
X ~ N(u,6?)
Y=aX+b = Y~ N@@u+b,a’s?)

m Sum of Gaussians
X ~ N(px,062x)
Y ~ N(MY’GzY)
Z=X+Y > Z~ N(uxtpy, o2xtc2)

Learning a Gaussian
" JE
m Collect a bunch of data

Hopefully, i.i.d. samples
e.g., exam scores

m Learn parameters

Mean
Variance

1 (a2
Pz | p,0) = —=—=e 202

o\ 27

©2016 Sham Kakade
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MLE for Gaussian
" JE
m Prob. of i.i.d. samples D={xy,...,X\}:

1 \NV N —@=w?
e 202
oV 27r>

1=1

P(D | o) = (

m Log-likelihood of data:
1 \V N —@-p?
InP(D | p,0) = In [(0\/%) ilz—lle 252 ]

= —Ninov2r— % (i = 1)
=1

202

Your second learning algorithm:

MLE for mean of a Gaussian
= ST

m What’s MLE for mean?

(z; — p)?
202

d d N
—InP(D|po0) = — |=NlinovV2r— >
dp du i=1

27



MLE for variance
" JEE
m Again, set derivative to zero:

d d N (z; — p)?
~InP(D = ~ |=NlInov2r —
do (Dlpo) do oven Z

2
=1 2°

—NIﬂU\/Z} %i[(ﬂm—ﬂﬂl

= do 252

il

55

Learning Gaussian parameters

" JEE

m MLE: R 1 N
EMLE = NZ%‘
2 1 X 2
OMLE = NZ( T — i)

m BTW. MLE for the variance of a Gaussian is biased
Expected result of estimation is not true parameter!
Unbiased variance estimator:

5 1 XN

_ ~\2
Ounbiased — N —1 Z (z; — 1)
=1

28



What you need to know...
" I

m Learningis...
Collect some data
» E.g., thumbtack flips
Choose a hypothesis class or model
= E.g., binomial
Choose a loss function
= E.g., data likelihood
Choose an optimization procedure
= E.g., set derivative to zero to obtain MLE
m Like everything in life, there is a lot more to learn...
Many more facets... Many more nuances...
More later...

©2016 Sham Kakade
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