Boosting continued

Machine Learning — CSE546
Carlos Guestrin
University of Washington

October 14, 2013
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Voting (Ensemble Methods)
“ JEE

m  Instead of learning a single (weak) classifier, learn many weak classifiers that are
good at different parts of the input space ;! X \/ ¢ {_l } ,7
m  Output class: (Weighted) vote of each classifier !
Classifiers that are most “sure” will vote with more conviction
Classifiers will be most “sure” about a partlcular part of the space

On average, do better than smgle classifier! 1y o
* e\ " v clasida

(

{H IR i tmcil by wd GESEE
’ -0 L’sk Jf“h r

m  But how do you ???

force classifiers to learn about different parts of the input space?

weigh the votes of different classifiers?
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Ada BOOSt l\m;ycvm wl,?l\"J

* JEE—
m |nitialize weights to uniform dist: D,(j) = 1/N :
m Fort=1.. Tg ¢ Foruyd on f(’J‘)"" it b 0,'7‘\ it
O Train weak learner h, on distribution D, over the d‘atal 4 ¢
1 Choose weight o, £~ Magsc of 'N.tj "-"‘*"' Y
= oy ,[°“ o
Dy(j) exp(—auy’ he(a))
Zy

.w’ S dg Do
“\L Cowrd u-"]
Y heB8)>e

—) w-Jld- derap
1 Rt inte,e J“J
weight iaenp,

O Update wejghts: ~ §
ﬁl ‘l«.fl'\ ‘) Dt+1( )

S~———

= Where Z, is normalizer:

sbm ]ZlDt exp(—ay’ hy(a))

m  Output final classmer
oo ()
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Why choose ¢, for hypothesis 4, this way?

[Schapire, 1989]
* JEEE

Training error of final classifier is bounded by:
wamighd 1 i
‘I'v«v\l'if % xj y < _% eXp( ]f(xj))
LR _ kw
f ((<5S|Fu .7 1
Where f(z) = ) athi(x); H(z) = sign(f(x))
. t
Lot i

A .
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Why choose ¢, for hypothesis #, this way?

[Schapire, 1989]
* JEEE—

We can minimize this bound by choosing ¢; on each iteration to minimi

Z.
N o AN SN
Zy = ZDt(j) exp(—aygy’ he(z’)) s S g ¢'

=1

~—

For boolean target function, this is accomplished by [Freund & Schapire '97]

1—€t
e (15)

You'll prove this in your homework! ©
&—-’-’—’\__‘
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. Er<k
Strong, weak classifiers Py
- :) ‘){ ls ‘#r
N
«“\M fhm(o‘m
m If each classifier is (at least slightly) better than random
0 g<0.5 & < 0. ~ kaSy
e ) 'X }§70 9 ne 5y
m  AdaBoost will achieve zero training error (exponentially fast) l}d’“ (vl
! 7
—% H(z7) *’:y <HZt<eXp —2%(1/2—5#)2 No (Lt‘(qk.\)'l{
t=1 " = = -
A (\/z_gff- no (a.im.-l.‘q';;*

baia rrov = ﬂ e

ta!
<] —-') £¢ < /Z

_-3 f{ >, - O(T "—v:l(

m |s it hard to achieve better than random tfaiqing error? “‘Y s
sy =

5 ) 0\'41».,,4’1‘!$
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Boosting results — Digit recognition
. [Schapire, 1989]
S

20- “".S’)' ritor

10 100
# rounds

1000

4"'; n

m Boosting often
Robust to overfitting

Test set error decreases e ining erraori
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Boosting: Experimental Results
[Freund & Schapire, 1996]
" JEE

Comparison of C4.5, Boosting C4.5, Boosting decision
stumps (depth 1 trees), 27 benchmark datasets

¥ ) 4
30 o8 o
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N
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AdaBoost and AdaBoost.MH on Train(left) and Test (right) data from Irvine repository. [Schapire and Singer. ML 1999]
T
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Boosting and Logistic Regression
" JEE
Logistic regression assumes: /'6‘) e+ T h. (x)

1
P(}f .=. 1_|X) T 1+ exp(f(z))

’\
And tries to maximize data likelihood: 41 € f— ! +f
N 1 /
P(D|H) =h <
I PO M e

¢ N~

Equivalent to minimizing log loss

— -

N
> In(1 + exp(—y’ f(27)))

J=1
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MY D g < Fl)
Boosting and Logistic Regression ¢
" JEE—

Logistic regression equivalent to minimizing log loss

Boosting minimizes similar Ioss function!!

(N
—Zexp y f(27)) HZt

i= 1( ”)'A‘) °Dh* )mt !

B smoqgth apprOX|mat|ons of 0/1 loss!
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Logistic regression and Boosting
" JE

Logistic regression: Boosting:
m Minimize loss fn n Minimize loss fn

N H

> (1 +exp(—y’ f(a?))) ZeXp y f(27))

= : ’“ A
m Define f"‘“ o Define

f(x) = athy(x)
¢

where £,(x) defined

x) = wo+ Zwixi

where features x, are dynamically to fit data
predefined (not a linear classifier)
-/,’h

Sy

m Weights w; are Iearned in = Weights o, learned

joint optimiz incrementally
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What you need to know about Boosting
" S

m Combine weak classifiers to obtain very strong classifier
Weak classifier — slightly better than random on training data
Resulting very strong classifier — can eventually provide zero training error
m AdaBoost algorithm
m Boosting v. Logistic Regression
Similar loss functions
Single optimization (LR) v. Incrementally improving classification (B)
m  Most popular application of Boosting:
Boosted decision stumps!
Very simple to implement, very effective classifier
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Projects
* JEE——

An opportunity to exercise what you learned and to learn new things
Individually or groups of two
Must involve real data
E—
Must be data that you have available to you by the time of the project proposals
Must involve machine learning

It's encouraged to be related to your research, but must be something new
you did this quarter
Not a project you worked on during the summer, last year, etc.

~———

m  Sample projects on course website
-’\_’——

Wed., October 23 at 9:00am: Project Proposals

Mon., November 11 at 9:00am: Project Milestone

Wed., December 4, 3-5pm: Poster Session

Mon., December 9 at 9:00am: Project Report
e ——
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Decision Trees

Machine Learning — CSE546
Carlos Guestrin
University of Washington

October 16, 2013
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Linear separability
* JEE
m A dataset is linearly separable iff there exists a
separating hyperplane:

Exists w, such that:
Wy + X W x> 0; if x={x4,...,x,} is a positive example
= W, + 3w X < 05 if x={x,,..4X,} is a negative example




Not linearly separable data
* JEE—
m Some datasets are not linearly separable!
X, @ Yz X A VaXiax

N l:’u"’ .S( caton
— P
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Addressing non-linearly separable
— Option 1, non-linear features

[ |
® Choose non-linear features, e.g., _
Typical linear features: w, + >; w; X; )
Example of non-linear features: wedmbic
= Degree 2 polynomials, Wo + Sowpx + Eij)wij X X, (A-Jw—

m Classifier h,,(x) still linear in parameters w
A§_egsy to learn
Data is-linearly separable in higher dimensional spaces
More discussion later this quarter
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Addressing non-linearly separable

. Qgata = Option 2, non-linear classifier

m Choose a classifier h,(x) that is non-linear in parameters w, e.g.,
Decision trees, boosting, nearest neighbor, neural networks...

m More general than linear classifiers

m But, can often be harder to learn (non-convex/concave
optimization required)
m But, but, often very useful

m (BTW. Later this quarter, we’ll see that these options are not that
different)

©Carlos Guestrin 2005-2013 19

A small dataset: Miles Per Gallon

acceleration 'modelyear maker

Suppose e Want 4/low low low high 75to78  |asia
6 medium medium medium ' medium 70to74  america
to pr 3 4 medium medium medium  low 75to78  europe
8 high high high low 70to74 america
6 medium medium medium ' medium 70to74  america

bad 4 low medium low medium 70to74  asia

_,-) R bad 4 low medium low low 70to74  |asia
. H P 6’ bad 8 high high high low 75to78  |america

bad 8 high high high low 70to74  america

good 8 high medium high high 79to83  america
bad 8 high high high low 75t078  america
good 4 low low low low 79to83  |america
bad 6 medium medium medium  high 75to78  |america
good 4 medium low low low 79t083 america
good 4 low low medium  high 79to83 america
bad 8 high high high low 70to74 america
good 4 low medium low medium 75to78  europe
bad 5 medium medium medium  medium 75to78  europe
40 training -
'
examples ,

From the UCI repository (thanks to Ross Quinlan)

©Carlos Guestrin 2005-2013 20
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A Decision Stump
" JEE—

4\70'\ o

mpg values: bad good

o

root

2 18

pchance = 0.001

cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8
0 0> 4 17 10 8 0 91
~Predict bad Predict good Predict bad Predict bad Predict bad
©Carlos Guestrin 2005-2013 21
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mpg values: bad good
root
_— E_xamples
pchance = 0.001 in YVhICh
cylinders
cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8 =4
00 4 17 10 8 0 9 1 Examples
Predict bad  Predict good Predict bad  Predict bad  Predict bad in which
cylinders
=5
Tal@l the And partition it
Original according
Dataset.. to the value of Examples
the attribut in which
e,a riute we cylinders
split on =6
Examples
in which
cylinders
=8
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Recursion Step
] W

root
22 18

pchance = 0.001

cylinders = 3
O o
Predict bad Pr7ic| good Prfict bad Priﬂict bad PNgdict bad

/N

Build tree from Build tree from Build tree from

cylinders = 4
4 17

cylinders = 5

1 O

cylinders = 6

8 O

cylinders = 8

g9 1

uild tree from

Records in
Records in which cylinders
which cylinders =8
Records in Record‘s n
) " which cylinders
which cylinders =5
©Carlos Guestrin 2005-2013 23

These examples). These examples.. These examples.. These examples..

Second level of tree
] m

root
22 18
pchance = 0.001

cylinders = 3 | cylinders = 4 cylinders = 5 || cylinders =B | cylinders =8
e ———— —_———
00 4 17 10 80 9 1

Predict bad | pchance =0.135 | Predict bad  Predict bad | pchance = 0.085

/

maker = america || maker = asia | maker = europe || horsepower = low | horsepower = medium || horsepower = high
g ;

0 10 25 22 00 01 90
y 2

Predict good redict good  Predict bad Predict bad Predict good Predict bad

(Similar recursion in the

Recursively build a tree from the seven
other cases)

records in which there are four cylinders and
the maker was based in Asia

©Carlos Guestrin 2005-2013 24

12



mpg values: bad good

The final tree

22 18

pchance = 0.001

\

1

cylinders = 3 | cylinders = 4 cylinders = 5 | cylinders = 6 | cylinders = 8
00 4 17 10 g8 0 91
Predict bad | pchance = 0135 |Predict had  Predict bad | pchance = 0.085
/
maker = america || maker = asia maker = europe | horsepower = low || horsepowver = medium || horsepower = high
0 10 25 22 00 01 90
Predict good pchance = 0.317 | pchance = 0.717 | Predict bad Predict good Predict bad

horsepover = low

04

Predict good

horsepower = medium | horsepovver = high || acceleration = low

21
pchance = 0.894

oo 10

01

acceleration = medium

11

Predict bad Predict bad

I

Predict good

acceleration = high

pchance = 0.717

acceleration = low

acceleration = medium (| acceleration = high || modelyear = 70to74

modelyear = 75t078

modelyear = 79t083

10 11 00 01 10 00
Predict bad (unexpandahble) Predict bad Predict good Predict bad Predict bad
Predict bad

©Carlos Guestrin 2005-2013
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Classification of a new example
" JEEE

m Classifying a test
example — traverse tree
and report leaf label -

A

| .

O—

mpg values: bad good

/

pehance = 0135 | predct bad

tinders = 3 | cyinaefs = 4 linders = 5 | cylnders = & [ cylinders = 8
cylinders = 3 | oyl cylinders = 5 | cylinders = 6 | cylinders

0o 417 10 50 91

Predict bad Predictbad | pchance = 0.085

maker = america maker = europe | horsepower =low [ horsepower = medium (| horsepower = high
0 10 22 00 0 1 s 0
Predictgood | pchance = 0.317 | pehance = 0.717 | Predict bad Predict good Predict bad
I = low = me: = tigh || = low gk
|u 4 21 o0 “ 10 01 11
Predict good pehance = 0,894 Predict bad Predict bad Predict good pehance = 0.717
[ =low medium high || modelyear = 70to74 || modelyear = 75t078 || modelyear = 79to83
‘1 0_~ 11 00 01 10 00
Preict bad (unexpandable) Pregict bad Prediict good Pregict bad Precict bad
Predict bad
©Carlos Guestrin 2005-2013 26
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Are all decision trees equal?
* JEE
m Many trees can represent the same concept

m But, not all trees will have the same size!
e.g., » =AAB v -AAC ((A and B) or (not A and C))

A 3
74 \f 4/\{ mench by
® C C ¢ be s zx

y\f f/\(' f/\; J‘}l\\{_‘ r(fywwjr
-t - :

4

Learning decision trees is hard!!!
" JEE—
m Learning the simplest (smallest) decision tree is
an NP-complete problem [Hyafil & Rivest '76]

m Resort to a greedy heuristic:
Start from empty decision tree

Split on nex t attribute (feature)

Recurse t— on Sndpk of dak  Consisleat With «ch loop

b

©Carlos Guestrin 2005-2013 28

14



Pe
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<

Choosing a good attribute

! | 3

Sk

i I R
—|m|{H|T|(A T

Y: ot fcba ek
f-o 3 TER I B
F F
7 {\//e /\ Aon'-,' Kaow n.}[,;_'.]
Sln'l\ k-’\}d' " v )
. fus )(' A i(#lr Sf“ lﬁ'““y
| beeom moa Suy

Measuring uncertainty
" J—
m Good split if we are more certain about
classification after split
Deterministic good (all true or all false)

Uniform distribution bad mart Sarl,
Afk, I 57’;'— / lass wa ok

P(Y=A)=1/2 |P(Y=B)=1/4 |P(Y=C)=1/8 |P(Y=D)=1/8

— b\ﬂ,"‘-‘—!

P(Y=A)=1/4 |P(Y=B)=1/4 |P(Y=C)=1/4 |P(Y=D)=1/4 ny

©Carlos Guestrin 2005-2013 30
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Entropy
" JEE

Entropy H(%) of a random variable Y
k
HY)=-> P =y;)logx P(Y =y;)
=1

More uncertainty, more entropy!
Information Theory interpretation: H(Y) is the expected number of bits needed

to encode ar. pvt'jor(nly drawn value of Y (under most efficient code)
A (34

op - A yis binery

%)J wa iy
2?0.5 ] ?(V ) - 6
fot® 1 \
l\ 1 ¢ wrt
M ) \ O S—— / ! h IAM

0.0 0.5 L0

0 31
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Andrew Moore’s Entropy in a nutshell

Low Entropy High Entropy

32
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Andrew Moore’s Entropy in a nutshell

Low Entropy High Entropy

..the values (locations
of soup) sampled
entirely from within the
soup bowl

..the values (locations of
soup) unpredictable...
almost uniformly sampled
throughout our dining room

©Carlos Guestrin 2005-2013 33

Information gain

" J—
m Advantage of attribute — decrease in uncertainty
" Entropy of Y before you split  H{Y): - Z' Ply) 1og PCy)

o Entropy after split

" Welght by probability of following eacD branch, i.e.,

normalized number of record&

Prer) = % X

-

°-S“js / /-("/

IR
R AR R R IR RS

Y=

—

kv

R Jj=1 -1

H(Y | X) = _ZP(X_$])ZP(Y_yzIX_z])|092P(Y_y1|X—Z])

N

l\oum”"‘
{ n-.u- H\ H}
U»r""n /\ I?hm y

] Inform |on gain is dlfference

lé()(,): 068-}3« %

201-/]—){

IG(X)=H() - H(Y | X)
6-31
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Learning decision trees
" JEE
m Start from empty decision tree
m Split on next best attribute (feature)
Use, for example, information gain to select attribute
Split on argmax IG(X;) = argmax H(Y) — H(Y | X;)
m Recurse T
1 V/"ﬂ ,.\FD ‘lj‘\;'l iS gh'\cl/?? (- ~
Z. (n’wam 53 1 ll«f ¢ Coreeet cless L

ayA all Gl
Y. nething B Sf/;* on a5 pocdy )

2 bt Np 7"

4

N
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Information gains using the training set (40 records)

Suppose We Wa nt mpg values: bad good
to p red I Ct M P G Inpf.lt Walue  Distribution
cylinders 3 0506731
“ J . —
& L
L
displacement ::w I 0223144
Look at all the e
ngn I
information e ——
righ |

"
g a | r ]S weight  ow [ o 304015

medun | ———
hon
acceleration low [N o 0542083
) —_—
medium I
righ
modelyear  70to74 [N o 257954
7so7s [ ——
ety |
maker america [N ©.0437265
: —_—
asia
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A Decision Stump
" JE—

mpg values: bad good

22

root

pchance = 0.001

18

—~

cylinders =

00 4 17

cylinders = 4‘

cylinders =5
10

cylinders =

8 0 9

'cylinders =8

1

)
Predict bad\_Predict gdbd Predictbad  Predict bad Predict bat

©Carlos Guestrin 2005-2013

mpg values: bhad good

root
22 18

Base Case

One

pchance = 0.001

\

cylinders = 3 || cylinders = 4 cylinders = 5 | cylinders =6 | cylinders =8
00 4 17 10 g8 0 91
Predict bad | pchance = 0.135 | Predict b: redict bad | pchance = 0.085

/

/

node if all
matching

on’t split a

horsepower = low

[}

horsepower = medium

01

horsepowver = high

90

Predict bad

Predict good

Predict bad

medium

4

low | acceleration = medium | acceleration = high

11

horsepower = high | acceleration =
00 10 01
Predict bad Predict bad Predict good

pchance = 0.717

modelyear = 75to78 || modelyear = 79to83

fnedium || acceleration = high || modelyear = 70to74
10 11 00 01 10 00
Predict bad (unexpandable) Predict bad Predict good Predict bad Predict bad
Predict bad

©Carlos Guestrin 2005-2013
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Base Case

root

| ‘ 22 18 TWO

pchance = 0.001

K

cylinders = 3 || cylinders = 4 cylinders = 5 | cylinders =6 | eylinders =8|

00 417 10 80 ] ﬁ]’tspllta

Predict bad pchance = 0.135 | Predict bad Predict bad pch

7 node if none

maker = america || maker = asia maker = europe | horsepowver = low (| horsepow Of th e
0 10 25 22 00 o 1| attributes ca
Predict good pchance = 0.317 | pchance = 0.717 | Predict bad Predict gof

create

| ——]

horsepowver = low || horsepower = medium | horsepower = high || acceleratiol m u |t| p | e n o n

04 21 00 1 empty

Predict good pchance = 0.594 Predict bad Predi Ch | |d re n

| i
acceleration = low || acceleration = me@/ fion = high | modelyear = 70to74 || modelyear = 75to78 (| modelyear = 79to83
00

10 11 01 10 00
Predict bad (unexpandahble) Predict bad Predict good Predict bad Predict bad
Predict bad
©Carlos Guestrin 2005-2013 39

Information gains using the training set (2 records)
- mpg values: bad good ]
ase Case Two:
cylinders 3 o
.
No attribut n :
O attriputes can p [ -
] 6
" " "
8
distinguish =+
displacemert low [N ©
T g0 medium
Predict bad [ pchance = 0.135 |Predicl bad  Predict high
horsepower low 0
meciun I
maker = america | maker = asia maker = europe | horsepower = low
high
o 23 22 o0 weort v I ©
Predict good pchance = 0.317 | pchance = 0.717 | Predict bad medium
\ high
N B acceleration  low o
horsepower = low || horsepower = medium | horsepower = high
mecin |
0 4 21
high
Predict good pchance = 0.894 modelyear  70to74 NN o
l 75ta78
acceleration = low acceleration=mediz modelyear = 7| wED
maker america 0
10 11 00 01
asia [
Predict bad (unexpandable) Predict bad Predict good
europe
Predict bad
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Base Cases
" JEEE

m Base Case One: If all records in current data subset have the same
output then don’t recurse

m Base Case Two: If all records have exactly the same set of input
attributes then don’t recurse

©Carlos Guestrin 2005-2013 a

Base Cases: An idea
= JEEE

m Base Case One: If all records in current data subset have the same
output then don’t recurse

m Base Case Two: If all records have exactly the same set of input
attributes then don’t recurse

Proposed Base Case 3:

If all attributes have zero information
gain then don’t recurse

*/s this a good idea?

©Carlos Guestrin 2005-2013 42

21



The problem with Base Case 3

2 a2 00

Y=AXORB ¢

= 0=0
O =-=0

The information gains:

Information gains using the training set (4 records)
yvalues: 0 1
Input Value Distribution Info Gain
a o [ o
1 I
b o I o
1 I

©Carlos Guestrin 2005-2013

A Ié(A):o
} 16®)=0

‘”m, \11“ \B {\ AYIA-£)-1

The resultmg bad
decision tree:

y values: 0 1

root

2 2

Predict O

43

If we omit Base Case 3:
= JEEE

01

root

22

pchance = 1.000

pchance = 0.414 || pchance = 0.414

a=1

11

(AN

a by y=aXORDb
O O O
0 1 1 y values:
1 o 1
1 1 (0]
The re i i
low infe gain 39 nm‘ & yooA _
'S“DWMJ (."L 11
o
(_ b=0
Vlr((‘g _’/} -

b=1 b=0 b=1
01 01 10

Predict 0 Predict 1 Predict 1 Predict 0
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Basic Decision Tree Building

. Simmarized

BuildTree(DataSet, Output)

If all output values are the same in DataSet, return a leaf node that says
“predict this unque output” - - -~
If all input values are the same, return a leaf node that says “predict the
majority output” ' - -
Else find attribute X with h.ighest Inf(z Gain
Suppose X has ny distinct values (i.e. X has arity Ny).

Create and return a non-leaf node with n, children.

The i'th child should be built by calling

BuildTree(DS;,Output)
Where DS;built consists of all those records in DataSet for which X = ith

distinct value of X.
A

—/

)
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