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Clustering web search results

Al Results (235)
© Carzs)
© Race cars ()
© Photos, Races Scheduled (5)
© Game (4
© Track ()
© Nascar(2)
© Equipment And Safety (z)
© Other Topics (1)
© Photos 22)
© Game (19)
© Definition (13)
© Team (15)
O Humane &
© Classification Of Human (z)
© Statement, Evolved ()
© Other Topics (4
© Weekend (5
© Ethnicity And Race (1)
© Rac
© Race Information (s)
‘more | all clusters

for the Cure (5)

find in clusters:

Cluster Human contains 8 documents.

1. Race (classification of human beings) - Wikipedia, the free ... & A &
‘The term race or racial group usually refers to the concept of dividing humans into populations or groups on the basis of various sets of characteristics. The most
categories are based on visible traits (especially skin color, cranial o facial features and hair texture), and self-identif of race, as well as

widely used human racial

by culture and over time, and are often controversial for scientfic as well as social and political reasons History - Modern debates - Poitical and ...
en.wikipedia. org/wiki/Race_(classification_of_human_beings) - [cache] - Live, Ask

2. Race - the free er BA®

General. Racing competitions The Race (yachting race), or La course du millénaire, a no-rules round-the-world sailing event; Race (biology), classification of flora find fauna; Race (dlassification
of human beings) Race and ethnicity in tne United States Census, official definitions of "race” used by the US Census Bureau; Race and genetics, notion of racial Flassifications based on
genetics. Historical definitions of race; Race (bearing), the inner and outer rings of a rolling-element bearing. RACE in molecular biology *Rapid ... General - Sumaghes - Televisior

rature - Video games.
en.wikipedia.org/wiki/Race - [cache] - Live, Ask

3. Publications | Human Rights Watch & & &

‘The use of torture, unlawful rendition, secret prisons, unfair trals, ... Risks to Migrants, Refugees, and Asylum Seekers in Egypt and Israel

www.hrw.org/backgrounder/usa/race - [cache] - Ask

4. Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich ... ® 2 &
Amazon.com: Race: The Reality Of Human Differences: Vincent Sarich, Frank Miele: Books ... From Publishers Weekly Sarich, a Berkeley emeritus anthropologi
‘www.amazon.com/Race-Reality-Differences-Vincent 13340861 - [cache] - Live

5. AAPA on Aspects of Race & A &

AAPA Statement on Biological Aspects of Race ... Published in the American Journal of Physical Anthropology, vol. 101, pp 569-570, 1996
evolution and variation,
www.physanth.org/positionsirace.htm - [cache] - Ask

PREAMBLE As sci

6. race: Definition from Answers.com & Q &

race n. Alocal geographic or global human population distinguished as a more o less.
www.answers.com/topic/race-1 - [cache] - Live

inct group by genetically transmitted physical

7. Dopefish.com ® Q &
Site for newbies as well as experienced Dopefish followers, chraniciing the birth of the Dopefish, its numerous appearances in several computer games, and is ef

www.dopefish.com - [cache] - Open Directory

In the run-up to the Bfijng Olympics in August 2008,

of grouping races, vary

n - Music

t, and Miele, an editor ..

ntists who study human

feyftual take-over of the human

race. Maintained by Mr. Dopefish himself, Joe Siegler of Apogee Software. \
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K-means

" JEE
TTORT n
m Randomly initialize k centers (of “wark\f )
0 u@ =0, VresakioNn

(of\ufﬂll‘ when  nothing  woves (o ?M C"‘W‘ s Lh’yw}
m Classify: Assign each point j€{1,...N} to nearest
center: *ZS‘K‘\(/“‘"W e - 4 C
. ' ix M opts
J 0 cW(@) —arg m.in||ui—x{||2 v v A, o
b1 %
«? C(j)=l‘ 2 'J('" obs. s assoc. w/ cluses k
= Recenter: 1, becomes centroid of its point: 5 C{ p

O pt Cargming Y flu - a2 PERE
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What is K-means optimizing?
*
m Potential function F(u,C) of centers u and point
allocations C: = —

N
0 F@0) =Y llueg) — 7l
217

K cent’S  allpeat pns

I

wrkma*’- “"'sdﬁt'
m Optimal K-means: ¢ Iy
Cmin,ming F(u,C) \\

o rpkively eas
— o'f*i\m\*tA-Elon is l«afél/ hek aredaVe 1 @ 7
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" JEEE
m Optimize potential function:
k

minmin F(p,C) = minmin >~ >~ ||u¢—xj||2
e PO iEeG= T
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Does K-means converge??? Part 2
" O

m Optimize potential function:
k
min mclnF(p,C)_mum min Z ' Z .||Nz |
i=15:C(j)=i

¢ "2
Min 2\-2— ll/u;‘— Xj\
LAV ) A
M’”b‘“/dk. ! ))

m Fix C, optimize u
v )
m‘I(\ i,:‘“M((j)’XJ“ =

M M"WIMK
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Coordinate descent algorithms
" — O s X e

= Want: min, min, F(a,b) — Z0
N ammimees  aby Fab) .
) {\0” 'I}S‘¢\1
0 fix b, minimize a ) M e /
O repeat 1 a ' qu.m«
= Converges!!! al\, . F[Q’L>f F(ajb)

0 if F is bounded
n
[ to a (often good) local optimu "
. . b J (. L)
= as we saw in applet(ptay_ Wjtn it! 1\ ¢ k)é FA
o (For LASSO it convergéd o thgglgilajl b ) - ?(0 ! ’

optimum, because of convexity)

QAU\AOM rRsto X< NLP M

m K-means is a coordinate descent algorithm!
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(One) bad case for k-means
" JEE
m Clusters may overlap

m Some clusters may be
“‘wider” than others

-
lone.
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Density Estimation
" JEE—

m Estimate a density based on x7,...,xV
| v,
X Y X P
— 7\
mobe!
Gor T

.

oy Swlu‘

wi. Leii\‘t

Density Estimation

92
gt

Contour Plot of Joint Density

~

0 01 02 03 04 05 06 07 08 09

birds tye view
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Density as Mixture of Gaussians

m Approximate density with a mixture of Gaussians

4
Mixture of 3 Gaussians Contour Plot of Joint Density

0 02 04 06 08 1 0 o1 o0z o3 K:go.‘s 06 07 08 09
Zath (aussion has weighk T w
2e : o A AL ST P

Ong Shept pove '3 il( kst
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Gaussians in d Dimensions
= JEEE—

COV’(.'MlL

dxd
[/\ X M‘w\%

P(x) =
“(vm) o b"ml\
(0: plae T o 0
?v) b’ z Cov(x\lx\)
B "
A X
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Density as Mixture of Gaussians

t‘\‘u“/
: i 4 /
P p(a|m, 112 =

Mixture of 3 Gaussians

m Approximate density with a mixture of Gaussians&lmkliug

—_—

?K_Wk!\J(X'* | Mk,i\s
k<

©Emily Fox 2013

Density as Mixture of Gaussians

m Approximate with density with a mixture of Gaussians

Mixture of 3 Gaussians Our actual observations

0.5

0 0.5 1 ‘
777 From bs:, est- mode
Uow veo prOMS
C. Bishop.Pattern Recognition & Machine Learging
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Clustering our Observations
" JEE

m Imagine we have an assignment of each x/ to a Gaussian
Our actual observations

0.5

0 0.5 1

0 0.5 1
Complete data labeled *|ntom b lte doke’

by true cluster assignments
C. Bishop.Pattern Recognition & Machine Learging

Clustering our Observations
" JEE—

m Imagine we have an assignment of each x' to a Gaussian
= Introduce latent cluster

. .\)%
1 indicator variable z ([«
el kK =

P2z k)T

m Then we have

il iz % -
(|27, 1, ) = Nl 2,

0.5

0 Param Lst. 15 easy i we
. v 1 have Sl'e:\@
Complete data labeled ._/..3 MC‘?“P‘! S nto \A 6tw$!.
by true cluster assignments S5t

C. Bishop.Pattern Recognition & Machine Learging
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Clustering our Observations
" JEEE

m We must infer the cluster assignments from the observatlons
« esponshilit s

m Posterior probabilities of
1 assignments to Sach cluster

*given* model parameters:

Tik :p(zi = k‘xiaﬂ-nua E) =

= ’\Tk ‘\\(’XA’ l'“lc ,2k>

0.5

0 0.5 1 J\
Soft assignments to clusters . - y .
I motivakes an rkerekive “(j

C. Bishop.Pattern Recognition & Machine Learging

Unsupervised Learning:

. gaotas hard as it Iooks

. coe Sometimes easy

e L2 Sometimes impossible

e e° and sometimes in between

©Carlos Guestrin 2005-2013 26
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Summary of GMM Concept
" JEE

m Estimate a density based on x7,...,xV

l|7T :uv Z 7rz1 ’Nz’

zi=1

05

0
0 0.5 1
Complete data labeled Surface Plot of Joint Density,
by true cluster assignments Marginalizing Cluster Assignments
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Summary of GMM Components
" S

m Observations xie RY, i=1,2,...,
m Hidden cluster labels z; € {1,2,..., K}, i=1,2,...,
m Hidden mixture means pr €RY k=1,2,...,
m Hidden mixture covariances ;. € RdXd, k=1,2,...,
K
m Hidden mixture probabilities Tk, Z T =
k=1

Gaussian mixture marginal and conditional likelihood :

l|7r /1’7 Z Ty P @|Z s 1y )

zi=1
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