
Representation 
Learning Methods



Can we embed words 
into a latent space?

This embedding came from 
directly querying for 
relationships.


word2vec is a popular 
unsupervised learning 
approach that just uses a text 
corpus (e.g. nytimes.com)

Word embeddings, word2vec

http://nytimes.com
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Self-supervised learning



Transformer Pretraining

• Collect a large amount of corpus (wiki) and pretrain a large transformer


• For down-stream tasks, fine-tune the pretrained model

• Or use the pretrained model to extract features


• How to pretrain a transformer on texts?

• Pretrain an encoder


• bi-directional


• Pretrain a decoder

• auto-regressive



Pre-training Transformer Encoder

• Pre-training a bi-directional encoder

• Cannot directly adopt language modeling

• Idea: word prediction given contexts (similar to word2vec)


• Masked language model

• Randomly “masked out” some words

• Run full transformer encoder

• Predict the words at masked positions


• Designed for feature extraction

• Suitable for down-stream tasks



Pre-training Transformer Encoder

• BERT: Pre-training of Deep Bidirectional Transformers


• Devlin et al., Google, 2018

• BERT-base: 12 layers, 110M params

• BERT-large: 24 layers, 340M params

• Training on 64 TPUs in 4 days

• Fine-tuning can be down in a single GPU


• Masked language model

• Masked out input words 80% of the time

• Replace 10% words with random tokens

• 10% words remain unchanged

• Predict 15% of word tokens
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Pre-training Transformer Encoder

• BERT: Pre-training of Deep Bidirectional Transformers


• RoBERTa: A robustly optimized BERT Pretraining approach

• Facebook AI and UW, ’19

• More compute, data, and improved objective




Pre-training Decoder

• Decoder Pretraining

• Just train a language model over corpus.

• Good for generative task (e.g., text generation)


• Generative Pretrained Transformer (GPT, Open AI ’18)

• 120 layers transformer, 7680d hidden, 3072-d MLP

• Data: BooksCropus (>7k books)


• GPT-2 (Radford et al., OpenAI ’19)

• 1.5B parameters, 40GB internet texts


• GPT-3 (OpenAI ’20)

• Language models are few-shot learners

• 175B parameters


• Also Image GPT (OpenAI ’20)



Pre-training Decoder

• GPT-3 (OpenAI ’20)

• You may not need to fine-tune the model parameters for downstrea mtasks.

• New paradigm: prompt learning




Pre-training Decoder

• A big ongoing race on training large language models

• Megatron-Turing NLG (530B, Microsoft, ’22)

• Pathways Language Model (540B, Google, ’22)




Autoencoders

x 2 Rd

Find a low dimensional representation for your data by predicting your data

Input: 

Code: 

f(x) 2 Rr

bx = g(f(x)) 2 Rd
Output:

Encoder Decoder

minimize
f,g

Pn
i=1 kxi � g(f(xi))k22
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Self-supervised learning in computer vision

Context Prediction (Pathak et al., ‘15)



Self-supervised learning in computer vision

• Feature learning by Inpainting (Pathak et al., ’16)

• The most obvious analogue to word embeddings: predict parts of image 

from the remainder of image

Trickier than NLP:

1. Meaningful losses for vision are more difficult to design.

2. Choice of region to mask out is important

Architectures:

An encoder takes a part of an image, 
constructs a representation.


A decoder takes the representation, 
tries to reconstruct the missing part.
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Self-supervised learning in computer vision

• Feature learning by Inpainting (Pathak et al., ’16)

 vs. Adversarial lossL2



Self-supervised learning in computer vision

• Feature learning by Inpainting (Pathak et al., ’16)

Fixed region vs. random square block vs. random region



Self-supervised learning in computer vision

• Image Colorization (Zhang et al. ’16)



Self-supervised learning in computer vision

• Rotation Prediction (Gidaris et al., ’18)



Contrastive learning

Idea: if features are “semantically” relevant, a “distortion” of an image should 
produce similar features.

Framework:

• For every training sample, produce multiple augmented samples by applying 

various transformations.

• Train an encoder E to predict whether two samples are augmentations of the 

same base sample.

• A common way is train  big if  are two augmentations of the 

same sample:


 


⟨E(x), E(x′￼)⟩ x, x′￼

ℓx,x′￼= − log ( exp(τ⟨E(x), E(x′￼)⟩)
∑x̃ exp(τ⟨E(x), E(x̃)⟩) )

min ∑
x,x′￼ augments of each other

ℓx,x′￼



Contrastive learning

Contrastive Predictive Coding (Van den Oord et al., ’18)

• CPC: Original proposed on audio data

• Use context to predict futures


• Random negative samples required
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• PixelCNN, more prediction directions, path augmentation, layer normalization
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Contrastive learning

Contrastive Predictive Coding (Van den Oord et al., ’18)

• MoCo: Momentum Contrastive Learning (He et al., ’20)


• Why momentum encoder?

• Enable large and consistent buffer of negative samples

• Ensure the encoding in buffer moves slowly via momentum


• Which further ensures the feature extractor updates smoothly
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Contrastive learning

Contrastive Predictive Coding (Van den Oord et al., ’18)

• SimCLR (Chen et al. ’20)


• A simple framework for contrastive learning of visual representations

• Predefine a set of transformations

• For a data, sample two transformations

• Maximum agreement on representations


• No negative pairs explicitly

• Non-paired data in the batch are negative
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Summary

• A function that maps the raw input to a compact representation (feature vector). 
Learn an embedding / feature / representation from labeled/unlabeled data.


• Supervised:

• Multi-task learning

• Meta-learning

• Multi-modal learning

• …


• Unsupervised:

• PCA

• ICA

• Dictionary learning

• Sparse coding

• Boltzmann machine

• Autoencoder

• Contrastive learning

• Self-supervised learning

• …



