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Representation learning

• A function that maps the raw input to a compact representation (feature vector). 
Learn an embedding / feature / representation from labeled/unlabeled data. 

• Supervised: 
• Multi-task learning 
• Meta-learning 
• Multi-modal learning 
• … 

• Unsupervised: 
• PCA 
• ICA 
• Dictionary learning 
• Sparse coding 
• Boltzmann machine 
• Autoencoder 
• Contrastive learning 
• Self-supervised learning 
• … 
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Desiderata for representations

Many possible answers here. 
• Downstream usability: the learned features are “useful” for downstream tasks: 

• Example: a linear (or simple) classifier applied on the learned features only 
requires a small number of labeled samples. A classifier on raw inputs 
requires a large mount of data. 

• Interpretability: the learned features are semantically meaningful, interpretable 
by a human, can be easily evaluated. 

• Not well-defined mathematically. 
• Sparsity is an important subcase.



Desiderata for representations

From Bengio, Courville, Vincent ’14: 
• Hierarchy / compositionality: video/image/text are expected to have hierarchial 

structure: need deep learning. 

• Semantic clusterability: features of the same “semantic class” (e.g. images in the 
same class) are clustered together. 

• Linear interpolation: in the representation space, linear interpolations produce 
meaningful data points (latent space is convex). Also called manifold flattening. 

• Disentanglement: features capture “independent factors of variation” of data. A 
popular principle in modern unsupervised learning.

edge detector in luv layer



Semantic clustering

Semantic clusterability: features of the same “semantic class” (e.g. images in the 
same class) are clustered together.

Intuition: If semantic classes are 
linearly separable, and labels on 
downstreams tasks depend 
linearly on semantic classes: we 
only need to learn a simple 
classifer.

t-SNE projection (a data visualization method) of VAE-learned 
features of 10 MNIST classes.
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Linear interpolation

Linear interpolation: in the representation space, linear interpolations produce 
meaningful data points (latent space is convex). 

Intuition:  the data lies on a 
manifold which is complicated/
curved. 

The latent variable manifold is a 
convex set: moving in straight 
lies is still on it.

Interpolations for a VAE trained feature on MNISt
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Linear interpolation

Linear interpolation: in the representation space, linear interpolations produce 
meaningful data points (latent space is convex). 

Interpolations for a BigGAN image.



Disentanglement

Disentanglement: features capture “independent factors of variation” of data 
(Bengio, Courville, Vincent ’14).  
• Very popular in modern unsupervised learning. 
• Strong connections with generative models: .pθ(z) = Πi pθ(zi)
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Multi-task representation learning



Theory for multi-task representation learning



Theory for multi-task representation learning



Review of Supervised Learning Theory



Theory for multi-task representation learning



Existence of a good representation
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Existence of a good representation is not enough
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Theory for multi-task representation learning
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Theory for multi-task representation learning


