At each time t =1,2,3,...
e Algorithm chooses an action I; € {1,..., n}

e Observes a reward Xy, ; ~ P, where Py, ..., P,, are unknown distributions
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Corollary 1. Let Z1,Z>, ... be independent mean-zero o?-sub-Gaussian random variables so that
Yz(N) = Bu(Elexp(A\Z,)]) < exp(A\202/2), then for T = [20%e21log(1/6)] we have P(: Y] _; Zy <
€) >1-9.

Lemma 1 (Hoeffding’s Lemma). Let X be an independent random variable with support in [a, b]
almost surely and E[X] = 0. Then log(E[exp(AX)]) < (b — a)?)2/8.
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Y‘,..., X,/ I(chu € TID KU |
wil  E[%T: A /E[(Xf'/*ﬂ Ch




%7

foc
onw
£>@/ we m.@o:( T>'i'2
- ZZ

foct) 4
,[X?Z g)P()U%)Jf

P x> 6
%’i&”\z glF(XBer) d€
¥//////// :
» 3 cIP(x25),
Clolb
Choby chav Togl?
,\%M.‘/,fja
bor wn
9 X RV
e ¢ E[(x-k)7]

Markw'f p
l'\lfiha/;/j 2
PCrx-pt >€) = 1P oot > fz)g

¢ E(ier)
Z'L

Lve Llawl-—
PC X1




Ev. Lok X, .o Xr be T of Efel:p, Eltx-p)J=o"
== 07K, P17l 5¢€) E[(/«Tw)l

€3

EL(f- )] IE[( -—-’réj(xf-}dyz
. E[(#Z“Q’f‘) )(—T’—SZ:’,CK-W)Y
N ESdC

-—
b —
e

I
£4¢

/_[(Xe PN X4 ] = B[ (-0 QE[(xG-5] 7
Z 6 =0

}P(, -/""{>£) E[(f“"r’f")]



éluruoéf Bbml\} ledb X, oee)¥y  be IID  mean - 2¢0

ﬂm I?(;{?,XR 5) <
Fix %éK
PGB ) = PotPw > M)

- Plep(ri % )> er(Ae))
$ P Eep(rt P )]
= o E[ﬁeﬂ—%—xé)}
"o ﬁ Elep(:x)]
o Elew(2x)] o2

: ésn Elew(s ><,>KT

i F
< K Sxp (~ sTe +TI°j (E[&f(-c X)J ))

Mx[5> < E[ego(;)()]

My(s) = E[ X ep(s0] = Myod= E(x]
M/;((:) = E[XZepC:y\:( =) M::(UY/E[XQ

ml



x/za .sx o/x

ZoN(00,5%) I ep(s0]- SW

= el szo’z/z>

= expl - TS?/&F)
=4

=) T) Zé&Zc')ﬁ(l/c()
Z prs _

(’\/( 5“9 n Mmean=2ero IZV s .S_Mé" é"hMS.C’°~'\—dL "'F
El ep(Ax) ] ep( 302 2)



Input: n arms X = {1,...,n}, confidence level § € (0, 1).
Let X} «+ X, 0«1
while || > 1 do

e =27t

Pull each arm in X} exactly 7, = [26[2 log(4€26|X|)] times

Compute the empirical mean of these rewards @,g for all © € A}
Xg_H — Xy \ {’L € Xy max;ex, Qj,g — 01"[ > 26(}
(+—10+1

Output: Xy, (or play the last arm forever in the regret setting)

Lemma 2. Assume that max;cxy A; < 4. With probability at least 1 — 9§, we have 1 € X, and
max;ex, A; < 8¢ for all ¢ € N.

Proof. For any ¢ € N and i € [n] define

Eig= {|§i,£ - 07| < 62}




