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Expert prediction
Suppose  is a vector of d experts predictions of tomorrow’s temperature.  bt ℋ [0,1]d
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Expert prediction

True temperature
th expert’s predictioni

Suppose  is a vector of d experts predictions of tomorrow’s temperature.  bt ℋ [0,1]d
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Expert prediction

True temperature
th expert’s predictioni

Goal: Minimize 
regret wrt best

Suppose  is a vector of d experts predictions of tomorrow’s temperature.  bt ℋ [0,1]d
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Expert prediction
Goal: Minimize 
regret wrt best

Exponential weights algorithm
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Expert prediction
Goal: Minimize 
regret wrt best

Exponential weights algorithm

Choosing  gives regret bound of  ν = 8 log(d )
T

T log(d )/2



Expert prediction
Goal: Minimize 
regret wrt best

Exponential weights algorithm, proof:
<latexit sha1_base64="0hGXbON76vwa49MSW1axi/86G68=">AAACEHicbVC7TgJBFJ3FF+Jr1dJmIhixIbsUakNCtLGwwEQeCayb2WGACbOPzNzVkA2fYOOv2FhojK2lnX/jAFsoeJJJTs65N3fO8SLBFVjWt5FZWl5ZXcuu5zY2t7Z3zN29hgpjSVmdhiKULY8oJnjA6sBBsFYkGfE9wZre8HLiN++ZVDwMbmEUMccn/YD3OCWgJdc8vmaAC00XcAV3VOy7Ca/Y47sufnChyE8KWIUYBgRcM2+VrCnwIrFTkkcpaq751emGNPZZAFQQpdq2FYGTEAmcCjbOdWLFIkKHpM/amgbEZ8pJpoHG+EgrXdwLpX4B4Kn6eyMhvlIj39OTPoGBmvcm4n9eO4beuZPwIIqBBXR2qBcLDDqlbgd3uWQUxEgTQiXXf8V0QCShoDvM6RLs+ciLpFEu2acl+6acr16kdWTRATpERWSjM1RFV6iG6oiiR/SMXtGb8WS8GO/Gx2w0Y6Q7++gPjM8fgT+bAQ==</latexit>

Let Wt =
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i=1 wt(i) so that
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Expert prediction
Goal: Minimize 
regret wrt best

Exponential weights algorithm, proof:
<latexit sha1_base64="0hGXbON76vwa49MSW1axi/86G68=">AAACEHicbVC7TgJBFJ3FF+Jr1dJmIhixIbsUakNCtLGwwEQeCayb2WGACbOPzNzVkA2fYOOv2FhojK2lnX/jAFsoeJJJTs65N3fO8SLBFVjWt5FZWl5ZXcuu5zY2t7Z3zN29hgpjSVmdhiKULY8oJnjA6sBBsFYkGfE9wZre8HLiN++ZVDwMbmEUMccn/YD3OCWgJdc8vmaAC00XcAV3VOy7Ca/Y47sufnChyE8KWIUYBgRcM2+VrCnwIrFTkkcpaq751emGNPZZAFQQpdq2FYGTEAmcCjbOdWLFIkKHpM/amgbEZ8pJpoHG+EgrXdwLpX4B4Kn6eyMhvlIj39OTPoGBmvcm4n9eO4beuZPwIIqBBXR2qBcLDDqlbgd3uWQUxEgTQiXXf8V0QCShoDvM6RLs+ciLpFEu2acl+6acr16kdWTRATpERWSjM1RFV6iG6oiiR/SMXtGb8WS8GO/Gx2w0Y6Q7++gPjM8fgT+bAQ==</latexit>

Let Wt =
Pd

i=1 wt(i) so that
<latexit sha1_base64="IlWif6OYoLKw44BjE1Wm4IEWUJ8=">AAAEV3icnVNbb9MwFPaSMkq5tfDIi0UFajS1NBOCvUyahpDgbUjtOqnOIsd1OmvOhfgEKFH+JOJlf4UXsJugdVsHA0tRjr7zXU6snCCVQsFweLZh2Y1bm7ebd1p3791/8LDdeXSokjxjfMwSmWRHAVVcipiPQYDkR2nGaRRIPglO35j+5BPPlEjiESxS7kV0HotQMAoa8jtWRGQyJ2FGWTHxi9GWW5a6cEv8fBcTlUd+AbtueTzCF3hQ86DEhLTWUvfFvFfDwsAzXKk/V+qecH4baKbzXzbGBBP+Je3hvn4DxV99MJiDV71vbp1W8vWWNzEzwv5SRiIKJ0FQvC2nxuG9D47n/D2tV8X118v/MMT1qXhrdcJzwppgw7822jvPJpJ//Jd43TvefrFDiN/uDgfD5cFXC7cuuqg+B377G5klLI94DExSpabuMAWvoBkIJnnZIrniKWWndM6nuoxpxJVXLPeixM80MsNhkuknBrxEVxUFjZRaRIFmmsHV5Z4B1/WmOYQ7XiHiNAcesyoozCWGBJslwzORcQZyoQvKMqFnxeyE6t8W9Cq29CW4lz/5anG4PXBfDdwPL7t7+/V1NNET9BT1kIteoz30Dh2gMWLWd+uHbdsN+8z+2dhsNCuqtVFrHqMLp9H5BZ3+W4o=</latexit>
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<latexit sha1_base64="KwQFN0TTR0pCnMf8pJj4m9Qk2ks=">AAAFCnicnVTNb9MwFPeWAKN8dXDkYlEVJZpamgnBLpOmISS4DaldJ9VZ5DhuZi1fxA6jRDlz4V/hwgGEuPIXcOO/wW7ClnUpMCxFeXrv92H7vcRNAsbFYPBzZVXTr1y9tna9dePmrdt32ut393mcpYSOSBzE6YGLOQ1YREeCiYAeJCnFoRvQsXv8TNXHb2jKWRwNxSyhdoj9iE0ZwUKmnHUNdlEQ+2iaYpKPnXy4YRWFDKwCPtyGiGehk4ttqzgcwnM4UeFEARFqdRuxu8w3qjRTaQ+W9JOSbjDzt4JEmv+no1Qgom8TA/bkW2D4zhEqZ8K6+CW0k5LfrPlPaorZm/NQiMWR6+bPi4mSeOkI0zb/bmeUfr1m+p92sdwWbtS3eAZocFb4pd52zRwF9PVl/GXtcPPRluK2lk4d8pXoafWkrFbDYs3HTZ66pxCGZ9aPhZI09s4a0tjA01Gra/QWWlljIOS0O4P+YL7gxcCqgg6o1p7T/oG8mGQhjQQJMOcTa5AIO8epYCSgRQtlnCaYHGOfTmQY4ZByO59/ygXsyowHp3Eqn0jAebbOyHHI+Sx0JVJdMl+sqWRTbZKJ6ZadsyjJBI1IaTTNAihiqP4L0GMpJSKYyQCTlMm9QnKEZQeE/Hu05CVYi0e+GOxv9q0nfevV487ObnUda+A+eAAMYIGnYAe8AHtgBIj2Xvuofda+6B/0T/pX/VsJXV2pOPfAuaV//wUYsZV2</latexit>

log
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TX
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<latexit sha1_base64="51QHRzFRLEACjT1GQ+Y9JyQk868=">AAAFdnicnVRNb9NAEHWbBEr4aAonhIRWjQKOqqR2hEJyqFQVIcGtSElTKeta6/UmXdVfeNeUYPkf8Ou48Tu4cGTXdlOncgplpSijmffezOyM1wocyrim/dzYrFRr9+5vPag/fPT4yXZj5+kJ86MQkzH2HT88tRAjDvXImFPukNMgJMi1HDKxLt7J+OQLCRn1vRFfBMRw0dyjM4oRFy5zp/K9BR1/DmchwvHEjEd7epIIQ0/AqwMAWeSaMT/Qk7MRWMHxHMcTAGG9VYo9onM1d1PptkFGv8zoKm1fKQhk+/90pAqA5Guggo745wh8M7n0tUFR/A7aQcYv1/wnNcnspDzoIn5uWfH7ZColPpq8bbT/nk7N8nXK6bdVsT4t2CuWeA0oySzxa3MbheTQIZ/vkl/Eznr7A8mtr187OJeqy+hlFs23RV/uW0dCVLtdbAwGoW9fj6R0hCvLthTp3JhmgZKWC6krPkfCSmCl3d6m5+T95cWntwJGYB8MzEZT62ri9PtAGvpA04UxHA56vSHQ05CmNZX8HJuNH9D2ceQSj2MHMTbVtYAbMQo5xQ5J6jBiJED4As3JVJgecgkz4vTZSEBLeGww80Px8zhIvUVGjFzGFq4lkLJFdjMmnWWxacRnAyOmXhBx4uEs0SxyAPeBfIOATUOCubMQBsIhFbUCfI7EsLl4qeriEq46BeuNk15X73f1T2+ah0f5dWwpL5RdRVV05a1yqHxQjpWxgiu/qs+ru9Vm9XftZa1Ve51BNzdyzjNl5dS0P8Ewtbc=</latexit>
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Convexity
- When is an optimization (or learning) easy/fast to solve?



What is a convex set?

A set K ⇢ Rd is convex if (1� �)x+ �y 2 K for all x, y 2 K and � 2 [0, 1]

x
y

η
1 ∈ η

(1 ∈ η)x + ηy



What is a convex set?

A set K ⇢ Rd is convex if (1� �)x+ �y 2 K for all x, y 2 K and � 2 [0, 1]

x1

x2



What is a convex function?

A function f : Rd ! R is convex if f((1� �)x+ �y)  (1� �)f(x) + �f(y)
for all x, y 2 K and � 2 [0, 1]−d

f (x)

x y(1 ∈ η)x + ηy

f( (1 ∈ η)x + ηy )

(1 ∈ η)f(x) + ηf(y)



What is a convex function?

A function f : Rd ! R is convex if f((1� �)x+ �y)  (1� �)f(x) + �f(y)
for all x, y 2 K and � 2 [0, 1]

x

f (x)

−d



Convex functions and convex sets?

A function f : Rd ! R is convex if f((1� �)x+ �y)  (1� �)f(x) + �f(y)
for all x, y 2 K and � 2 [0, 1]

A set K ⇢ Rd is convex if (1� �)x+ �y 2 K for all x, y 2 K and � 2 [0, 1]

A function f : Rd ! R is convex if the set {(x, t) 2 Rd+1 : f(x)  t} is convex

−d

Graph of  id defined as  
Epigraph of  is defined as   

f {(x, t) : f (x) = t}
f {(x, t) : f (x) ∼ t}

x

f (x)

x

f (x)

1111111 MY



More definitions of convexity

A set K ⇢ Rd is convex if (1� �)x+ �y 2 K for all x, y 2 K and � 2 [0, 1]

A function f : Rd ! R is convex if the set {(x, t) 2 Rd+1 : f(x)  t} is convex

A function f : Rd ! R that is di↵erentiable everywhere is convex if
f(y) � f(x) +rf(x)>(y � x) for all x, y 2 dom(f)

f (y)

y

f (y)

yx
f (x) + ≠f (x)T(y ∈ x)



Why do we care about convexity?

Convex functions 
- All local minima are global minima 
- Efficient to optimize (e.g., gradient descent)

Convex Function Non-convex Function

We only need to find a point with , 
which for convex functions implies that it is  
a local minima and a global minima

≠f (x) = 0 For non-convex functions, a stationary point  
with  could be a local minima,  
a local maxima, or a saddle point 

≠f (x) = 0



Online Convex 
Optimization



Convex surrogate loss functions

Previous section for the adversarial case suggested using multiplicative weights 
over the |H| hypotheses, which is completely intractable in practice.  
 
And in the stochastic case we used 
which is also intractable to compute!

<latexit sha1_base64="xB+H8rS9JexS7YOlmtvfQ70fQJ0=">AAACYHicbVFNb9QwEHVSPpalpVu4wWVgi1QOrJIeKBekil56LBLbrbRZIsc72Vjrj9R2WiIrf5IbBy78ErwfB2h5kqXn92Y04+eiFty6JPkZxTsPHj563HvSf7q792x/cPD80urGMBwzLbS5KqhFwRWOHXcCr2qDVBYCJ8XybOVPbtBYrtVX19Y4k3SheMkZdUHKB7cThKXStyCQGsXVAlyF2rSv4azS2iIcVrmDjCvIqFlkkqvcV5u7pK5iVPjzroPMNjL39lPaffPufdpt3KL0aZd5qI6+5/YdZAqvoc0tZN1hPhgmo2QNuE/SLRmSLS7ywY9srlkjUTkmqLXTNKndzFPjOBPY9bPGYk3Zki5wGqiiEu3MrwPq4G1Q5lBqE45ysFb/7vBUWtvKIlSu9rZ3vZX4P2/auPLjzHNVNw4V2wwqGwFOwyptmHODzIk2EMoMD7sCq6ihzIU/6YcQ0rtPvk8uj0fph1H65Xh4+nkbR4+8Im/IEUnJCTkl5+SCjAkjv6KdaDfai37HvXg/PtiUxtG25wX5B/HLP8WftR4=</latexit>

We know learning theory! Choose ht 2 argminh2H

Pt�1
s=1 1{h(xs) 6= ys}

So it seems we have no practical algorithm! Solution: relax the objective.



Convex surrogate loss functions

Previous section for the adversarial case suggested using multiplicative weights 
over the |H| hypotheses, which is completely intractable in practice.  
 
And in the stochastic case we used 
which is also intractable to compute!

<latexit sha1_base64="xB+H8rS9JexS7YOlmtvfQ70fQJ0=">AAACYHicbVFNb9QwEHVSPpalpVu4wWVgi1QOrJIeKBekil56LBLbrbRZIsc72Vjrj9R2WiIrf5IbBy78ErwfB2h5kqXn92Y04+eiFty6JPkZxTsPHj563HvSf7q792x/cPD80urGMBwzLbS5KqhFwRWOHXcCr2qDVBYCJ8XybOVPbtBYrtVX19Y4k3SheMkZdUHKB7cThKXStyCQGsXVAlyF2rSv4azS2iIcVrmDjCvIqFlkkqvcV5u7pK5iVPjzroPMNjL39lPaffPufdpt3KL0aZd5qI6+5/YdZAqvoc0tZN1hPhgmo2QNuE/SLRmSLS7ywY9srlkjUTkmqLXTNKndzFPjOBPY9bPGYk3Zki5wGqiiEu3MrwPq4G1Q5lBqE45ysFb/7vBUWtvKIlSu9rZ3vZX4P2/auPLjzHNVNw4V2wwqGwFOwyptmHODzIk2EMoMD7sCq6ihzIU/6YcQ0rtPvk8uj0fph1H65Xh4+nkbR4+8Im/IEUnJCTkl5+SCjAkjv6KdaDfai37HvXg/PtiUxtG25wX5B/HLP8WftR4=</latexit>

We know learning theory! Choose ht 2 argminh2H

Pt�1
s=1 1{h(xs) 6= ys}

So it seems we have no practical algorithm! Solution: relax the objective.

Instead of 

We use with convex



Convex surrogate loss functions

with convexGoal:

Online gradient descent

he a h k

heB

max 40 1 Ye 74hel

h h



Proof

Iher hall 11IT he roehe Tx hall

11h 20echt hell

the h.lk 22

41 1
ohh

Ihe hall 23 e he e he I'll09Chell's

thin holli the hall s at till t.tl



Proof


