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Actions can move I unit left right down up

For It timesteps you want to collect as much money as possible

MDP is defined by tuple S A 4Pa rn H V

S state space 5 151 is finite

A action space A t is finite

Transition function Pn SXA Is Af time heh
if I play action ah is state Sh then

Puls Isn an is the probability that Sue s

Reward function Ph Sx A 0113 Af time heh
if I play action ah is state Sh then I
receive reward false ant Assumed knows
Horizon length HEIN



Initial state dist UES sit S V

A policy determines achie given state and time h

Deterministic policy it Tutti In S A aralsh
Randomized policy it Tutti In S At An Tulsa
To evaluate a policy we can roll it out

Draw s V An Tulsa for all he

She Pal I Sn an

Value of a policy for any s h

VIIs IELEIR lst.at it Sn s

where expectation is taken wit random transitions

and potentially randomized policy

V Es.no VYls 1 Goal ME V1
note Un s ELO it for all h since rutsa Eloi



Define state actin value function of it h

Q'IIs a E II Else.at it sn s.an a

start a time h in state s and play
action a but t h play Elst at

Also note QE sie e Lait

Theorew Bellman OptimalityEquations Define

Q sa SI QE sa

where sup over all randomized policies For some

function Qu SxA lR we have that Qu Qi
for all he fit if and only if for all heat

Qu 5 a Rls a Es
py.is a

at Qu Sid
where Qu S al O Furthermore

Hs argmaaxQuls a
is an optimal policy

Great how do we fit such a Qu

Value iteration



Set Q sa rats a

For h H l H Z I

Quls.atruls.at Esapa.is.a maYQu.lssa

Infinite horizon MDP w discounts

Fix Ve 10,1 the discounted value

V s Eir'risman it sis

Optimality equation

Is a res.at 8Esapcis.a nYQCssa't

Value iteration

Init Q Sia arbitrarily

Q'Ya reseal TIE m Q'Issa I TQ

By defn Of satisfies A

so TCO Q

Can show IT Q 071 1510 TCO
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