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Typically,
when people talk about classical error correction

they are talking about liners codes.

k = din C and C-Ker A t check matrix.

Notation : C = (n ,
k

, dy code with locality e if
C = Ker A with A being C-rowk-column spoe.

Ex
. a = (ii)

.

Ax = 0

equels

* ex
=

= X
, 0Xz

= 0
.

C = (3 ,
1

, 3] code .

d = mir du(x , y) =mir 1xx + Y
X

,YEC

Quantum Codes
.

Let Ca( you be a Hilbert
space sit.

dim C = 2" and for all E = Es nils

where ISKd
,

we have



<PIE/v) = 0 if (4) + 1 %].

Equir ,
dist d is the max o s

.
t . for all Paulis of

sizd ,

# PTT - ypTt for it the

projecte onto C.

Like
prev ,

we can correct up to distance (a).

Notation : ((n ,
h

, d]) code.

Shor's code is a [19 ,
1

, 3]] code.

How dohe build codes of better parameters?

To do
,

so we will study a special subclass of codes

called Stabilizes codes due to their fundamental
relation to Paulis and stabilizers.

Recall stabilize states as the states definedby



lineatly inclep ,

and commuting Paulis P...
Dr
.

Well ifme only considered Pj ...,Prob ,

the will be a

-h dim subspace (E(D0k) of states sit.

Piln) = 147
.

Alain Span91000 , 1113] is defined by Zizz
,
EzEs.

#z ,zc([(x)) = [7***x(x)

so <x = 0 When X+ Xz = 1
.

Linence
,

Ex = 0 when X2 + X = 1
.

So

2 + 0 when x1000
, 1113. ⑮

Recall notion of measuring into an observable.

M = A
+

- A-

↑ ↑
H eigenspre-1 eigenspace ,

the



we have a POVM [1 +,
A

.
3.

The bit Plip code has stabilizes Z ,Z ,
EEs.

Where do these show
up
?

menigzz
measuring Zito --

logical bid flip . XIXIXy =

commutes with all stabilizes.

Is the a logical phase flip ? Yes. E .

Since have is a 1 qubit phese flip ,

this cannot

correct against phone flip errors.



Phere Plip code stabilized by X
,
X2

, XaXg -

logical phone flip. . ZEEs

logical bit Plip .
X

.

What are the stabilizers of show code?

(2) +o (10)(D)
X

, Xc , XXs ↓
↓ (2 ,zz ,

z
,zs)

(24Er , 7,Zs)·X , XX3 XyX5 Y6

XyX5XgXzXoXq
.

(Ezzo
, zozq)

* = X ,
. .

.
. X

g ,

E = z, . . . . Eg -

Are lare other logical bit and phae flips?

Table of stabilizes :



S
: zz111111

Sc = 1 z z 1 1 1 1 1

Si + 1 11 z 7 1111

Su = 1 1 1z - 11 I

St = I 11111zz (

S = 1 1111117 z

Sy = XXXXX X 111

So : 111 X X X X X Y

* = XXXXXXXXX

E = z7z zzzzzz

How do he correct and detect errors for
stabilizes code? Suffices to consider Paulis.

Let C be stabilized by [S1 , .... Sn-n]

Three types of errore : Good
,
Bad

, Ugly



① Good emn
.

E is a product of stabilizes.
Then El4) = 14) androthing changed .

② Bad cror. E anticommutes with some Si
.

③ Uglyarm .

E commutes with all S
...., Su

but is outside their spen.

Bad errors are detectable
.
To detect errors

,
measure

each stabilizes Si
. If ESi = -SiE

,
then

SiEIP) = -ES : (4) : - El4) for 14 + C
,

Therefore S: measurement outputs
-

1.

Ugly arros are logical transforms. They are undetectable

as
every

stabilizes will menus + 1 but the state

changes
.



Ex
.

For bit flip code

good zz I

bad I I X

ungly XXX

Let G = <S , . . . .

, Su]

The centralizer ((G) = Cp(G) is the set

[PEPu/YgEG , Pg = gP3
.

The set of Paulis which commute with all of G.

Then the set of errors can be characterized by

good= G
bad = Pn(((G)

ugly : ((G) ) G.



Pauli

A stabilizes code has distance d
, if every error of

size<I is either good or bad

Cequir trivial or correctable).

#m For a stabilizes code on n-qubits with n-l independent
Pauli stabilizes Sy --., Su-w ,

let G : <Sy ..., Su) .

Then the rate of he code is k and the distance is the

minimum size of a Pauli EG(G) G.

Next
:
Kitaev's toric nucle

.
A construction of an error correcting

code with local checks and distance
growing

with n.

Toric code is a special core of
Cauldenbank-Shor-Steame (CSS) codes

where each stabilizes generator is either X-type or E-type.

X-type = Xaz tensor product of only X terms.

E-type = z- know
product of only E terms.



Shor's code is also CSS.

Los X-type checks detect for Z-errors and E-type checks

um

detect for X-errors. only tensor product of
Z and

What is the smallest Z-error that is logical ?

It's the smallest element of Cpu(G)) G
which only consiste of E-terms.

goal is to design a code S
.
t

.

all small E-erice

either are⑪ detected by the X-check

⑤ product of the z-checks and

(therefre ,
trivial as it act like

a stabilizer) .

For E(n]
,
let Z = 110

...

ZozeZo 1
un

locations indicated by E.



An error Z is detected by a stabilizer Xa

if A . E = 1
. Equir, the size of he internative

IA 1E) is odd.

So
,
the "E-distance" of the code is the smallest

size error Et where intersection with
every X-check

Xa is even but Ze is not a product ofthe
z checks

-

Place qubits on the edges of a grid-discretization
of a torus

.

T



For
every face f , place a check Ex

which equals ZozezoZ
~

edges touching f.

And for every vertex 2
, place a check XV

which

equelXXa
All stabilizes commute as the intersection of
a facef and a vertex w is citur 0 or 2.

Two observations :

① A Evero ZE commutes with
every

X- check XV if E = union of cycles .

If
.

Use the edges - E to draw a graph (VE).



The degree of every vertex is 0
,

2
,

or 4 . So the

graph can be decomposed as a union of cycles.

"For every edge in
,
thre is an edge out "

#

·



What is the difference between cycles and
boundaries?

All boundaries are cycles but not all cycles
are boundaries.

Example-

&we a

To see this its often easiest to unfold the torus.

↑ bottom and#detea



Cycles (Boundaries = "non-trivial loops" .

What is the shortest non-trivial loop?

Length=

So
,
the Z-distance will be in.

The X-distence is also i by a similar

argument
.

&
A non-trivial loop
through the faces.

=>

"co-cycles" ( "co-boundaries"



Correcting a general Pauli erro.

P = XeZE -

Since checks are only X- or E-type ,

P anticommute

with Xu if It'ful is add and

with Ip iff IE 1/1 is odd

Therefore ,
correctable if Xe and Zel are both

separately correctable.

What are the logical transformations for this code?

They will correspond to non-trivial loops.

=

D
r



Notice X
,
and E

, share an edge and therefore
anticommute. Lilense Y and E anticommute.

Other relations are commutation.

These logical operators are defined up
to stabilizes.

By these relations
,
there define 2 logical qubits-

There are multiple po that there are the only logical
qubid such as counting the number of independent
stabilizers .

So
,
this is a [(U ,

2, (h))) code

For the longest time,
this was the best known code

.

Today
,

we have constructions of (In,(n) , R(n>]] codes

Lastly
,



A rotated basis picture on stabilizes codes.

Let G = < Sis ...,
Suck) for inclep, stabilize Si.

Then - unitary Vs .t . VSiVt = Zi

Then VCVT = 10)D
& h

V is therefore the Encoding circuit.

Furthermore
,
if we measure the syndrome and

get out 530 , 134h ,
then the state lies in

15) o (D2youth
So,

# ↓ different
subspaces

· depending on

syndrome.


