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Markov & Hidden 
Markov Models

• Reference: Durbin, Eddy, Krogh and  
Mitchison, “Biological Sequence Analysis”
Cambridge, 1998

Independence

• A key issue:  All models we’ve talked about 
so far assume independence of nucleotides in 
different positions - definitely unrealistic.

Example: “CpG Islands”

• CpG  - 2 adjacent nucs, same strand (not Watson-
Crick)

• C of CpG is often methylated (in Eukaryotes)

• Methyl-C mutates to T relatively easily

• Net: CpG is less common than expected genome-
wide:  f(CpG) < f(C)*f(G)

• BUT in promoter (& other) regions, CpG remain 
unmethylated, so CpG ->TpG less likely there: 
makes “CpG Islands” 



CpG Islands

• CpG Islands

• More CpG than elsewhere

• More C & G than elsewhere, too

• Typical length: few 100 to few 1000 bp

• Questions

• Given short sequence (say 200 bp), is it a 
CpG island or not?

• Given long sequence (say, 10-100kb), fing 
CpG islands in it?



Training

• Max likelihood estimates for transition 
probabilities are just the frequencies of 
transitions when emitting the training 
sequences







 

Viterbi Traceback

• Above finds probability of best path 

• To find the path itself, trace backward to 
state k attaining the max at each stage

Yet to come

• More on HMMs:

• Viterbi, forward, backward

• Posterior decoding

• Training:  Viterbi & Baum-Welch

• Model structure



,



Posterior Decoding, I



Posterior Decoding, II
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Learned 
Model
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Mj: Match states (20 emission probabilities)
Ij: Insert states (Background emission probabilities)
Dj: Delete states (silent - no emission)

Profile Hmm Structure



Likelihood vs Odds Scores Z-Scores


