
 

MonteCarlo Methods

collection of toolsforestimatingvaluesthru sampling estimation

E r Approximation

A randomized alg gives an E 8 approxfor valueV
if the output X of thealg satisfies
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Let X Xs Xm Iid Bernoulli with E Xi p

If m s 3enff
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P complexity class associated with countingsolus toproblems inNP

P complete problems

indepsetsin agraph
satisfyingassignments to DNF formula
perfectmatchings in a bipartitegraph

Fullypolynomialrandomized approx I FPRAS

a randomized aley forwhich given an
input x and any parameters E or with o E Rl
the ally outputs an e r approx to Vfx
in time poly in te en f dsizeofinput



Note sufficesto take 8 4
becauseeasyto boost error prebiRun K 16 leg1 trialsw em prob4 y ya y s

Let m median y ya
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want to sample from some set e.g Iss of graph G
where IT is desired distribution t.TT Proutput IS

often1Tuniform dish

Definition
Total variation distancebetween 2 dish's onsomesamplespace 1
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For sampling problems we seek

FPAUS fully polynomial almost uniform sampler
FPAUS

Input Fullypolynomial outputs samples frmUx sampledfromdish µ
X E almostuniform

sampler
St dirCpr T E E

runs in the
polynomial in sireyxbyte



Approximate counting Approximate Sampling
FPRAS FEA.us

Selfreducibleproblems
randomized reductionfrm
problems of sire k
to problemsof sink I

Gren FPAUS for sampling indep sets ofgraph G
we can construct FPRAS for estimating r G I
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Can't sample from uniform disks on 1 Gin
but can use FPAUS

Two errors we needto bound

F PAUS exact sampler so exp value ri

But using say Efm sampler Effi ri a Em
With samples we get approx to Elf

since ri big ZZ ECE big
MonteCarlo Thm OfZIenff samplessuffice

From these bound R tITI
Claim If Ti is FmFn approxto ni ti
then X is CE r approx to treat
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How to sample dts from auniverse 1 win10th according
to dish TEA Tn

Coolidea design MC whose statespaceis 1
that has stationary dist'm IT

simulate MC until it mixes
use stateat that time as sample

2 key questions
how to design chairs w rightT
how to bound mixing time

Example sampling indep I uniformlyfromG YE

States indepsets

me
someindep set

choosevertex v v a r fromV

Y v cXt then X i XHv
if v X and canbeadded withoutviolating independence

then X EX Uv
otherwise X Xt

claim
Mc irreducible

ifFedge then aperiodic
stationary dish uniform chaindoublystochastic

Pe PI th or o

General technique gwent and a connectedgraph our
definetransition probs so that will have stationary distult

Metropolis Algorithm

Inputs R j connected graph G fr E IT set nTi l Ii o



Bounding mixing the

Spectralgap
conductance expansion

coupling

Coupling

total variation distancebetween 2 dish's onsomesamplespace 1
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A
Common dyingmixingthe TG

T e min ft l HptThree

sayMC is rapidlymixingy T e polynomialin toy14andlogE
weknow this is related to spectralgap



Coupling simple elegant approach tobounding mixingtime

Aven a MC on 1 a coupling is a MC on 1 1

defining stochastic process X Y set

eachof X Y in isolation is faithfulcopyofMC

If X Y then Xt FYtt

Coupling temna Let Xt t beaconpling

Suppose F T s t they
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Example
Random walk on hypercube N 2 nodes

in each step choose random coordinate 9 random bit be 0,1
charge im bet to b

i



Indep sets of fixed sizek heredistances mayA

Chain choosevertex vc Xtu.am a vertex well v air

If w X X vtw indy then X X vtw

else X FXt
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