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Corollary

f GIV E CCG expectedovertime E 2mm1
connected dyrandomwalk
yen
bipartite once
or lazy

Pt Let T be a spanningtree on G
andlet e en i bethe edgesin thetree

Cary Cain
Consider doubled T where each edge is duplicatedtree oncein eachdirection

Everyvertex has indegree_ontdegree
has Eulertom say
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Application s t connectivity
Guen G undirected graph s teV
determine if Solt are in sameCC

1 0 m time keeptrackofalluentices0 n space searchhasvisitedso far

Observation verysimplerandomizedalg using logspace
input on separatereadonlytape

Simulate row of length 4mm on G starting from s

Prf now doesn't reach 1 when F path a

Both algorithms 8 mn space time

can we interpolate



MonteCarlo Methods

collection of toolsforestimatingvaluesthru sampling estimation

E r Approximation

A randomized alg gives an E 8 approxfor valueV
if the output X of thealg satisfies

PrfIXVI 44 8

Example

Sample indep randomvans whosemean is quantity we want
to estimate

Let X Xa Xm Iid Bernoulli with E Xi p

If m 3 341 then
MontecarloThm

PrfItm Xi p Ep ET Pf Chernoffbounds

DNF Counting

Suppose want to know satisfying assignments
Inxs v Xang v x NantznX4 v 43 54

Obviously satisfyingsuch a formula is easy
counting satisfying assignments is hard

If coulddothis couldsolve 3SAT

Problem actually P complete strong intractability

Pis countinganalogueof WP problems of form
compute Hx whereHx
is solutions to problem inNP



Approximate DNF Counting

Obvious approach samplerandom assignments indep mtimes

X I imrandomassignment satisfies 4O ow

return Efim 2 as estimate

F FPRAS for DNF counting
4

Fullypolynomialrandomized approx scheme

aka a randomized alg forwhich given an
input x and any parameters E or with o E Rl
the ally outputs an E approx to V x inthisexample
in time poly in bnf sizeofinput x is DNRformula

VLx is satisfying
assignments

Tis f approxto V PrfT y ev so



DNF counting illustratesfundamental connection
sampling counting

From approx sampling approx counting
i

y

CountingIndependent Sets

FPAUS
Input Fullypolynomial Euniformsample w from h X

q almostuniform yg IprWes n I EEsampler
runs in the
polynomial in sireyxbyte

want toshow

Gwen FPAUS for indepsets
CanconstrutFPRAS
for ISS

ema
ofcalls to
FPAus X e Exam

runs in time
polyin sz sizeofinput

G V E e ea em arbitrary orderingofedges

Fi eyes ei Gi VEi Gm G Go V

I Gi setof Iss in Gi

INGI YYE.nl xYhYaI4x xYhfEoYTxhkdl



So need to bound R IT
Claim If Ti is FmFn approxto ni ti
then X is E r approx to frfr

Pfe Prctrirife'Emni 1Em fi
n 1Em eTien Itesm up tem

tame II a CHEM
1 l Emfei.IT e ltEmmeItewp i r

44717s s utei.FI up to

Prf i.IT34Ini er

To get Fi famFn approx for ni

use FPAUS for Iss

Idea approx sample indepsets in Gi
compute fraction of these that are'undep in G

FPAUS
Input Fairypolynomial uniformsamplewinner
GIVE aimosatmupye.am Prlwes

Yduleerunsintmepoynomraein
inputsiuca

seen

For this towork need ri H G nottoo small noneedle

rfGi innaystack

claim ri 312

with polynomially manycalls to FPAOS we can get
good approx Ti to r using MontecarloThm



Two errors we needto bound

F PAUS exact sampler so exp value ri

But using say Im sampler ECE ri a Efm

With samples we get approx to ECF

since ri big 3 ECE big
MonteCarlo Thm OfEIenff samplessuffice

Thmi Aven a FPAUS for sampling Iss one can construct

a FPRAS for Iss

Approach works for many selfreducible problems

Anotherexample counting matchings in agraph

Again E e em

Gi V Ei where Ei e ei

incest MCI YhYE ffffaymnk.tlMlGmnf

Likebefore µmf 3

Big question remains how to construct approx sampler



How to sample elts from auniverse I
according to some disth IT

Cool idea design MC whose statespace ish
that has stationary distis IT

simulate MC until it mixes
use state at thattimeas sample

2 key questions

how to design chain with right
how to boundmixing time

Example Sampling indep sets uniformlyfrom G YE
States indep sets

Xt some indep set

MC in each step
choose vertex u ar fromV

Y veXt then X i X lv

Y vCfXt canbeadded wo
violatingindependence
then X XtUv

Otherwise Xt Xt




