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Consider the following single-item mechanism design problem: There:agents with true type
t1,...,t, € R, respectively. For each agentlet b; be the submitted bid af When receiving bids vector

b, the mechanism decides the allocation veet(if) ={q,...,qn} and price vectoP (b) = {p1,...,pn}-
Theuwtility of each agent is

=, -,

u,(b) = tz‘ . q1<b) —pi(g).
We say a mechanism isuth ful (or incentive compatibleis for anyt; andb_;, ui(ﬁ) is maximized when
bi =1;.

According to the definition of truthfulness, we have
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dcéi[tz"qz'( ) — pi( )_ =0.

Thus,

[t Cdg;(b)  dpi(D)
which means

Therefore,

Hence,
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The above formula and the condition @fis nondecreasing give a sufficient and necessary condition for
truthfulness.

A mechanism is calleBayes-Nash incentive compatibifor any ¢;,

/Ui(tiyt—i|ti)f(t—i)dti > /Ui(bi,t—i!ti)f(t—i)dt—i,

wheref(t_;) is the probability distribution of _;.



Theorem 1.1. (Revenue Equivalent Theorem) It's a Bayes-Nash incentive compatible if and only if For-
mula 1.1 holds and; is nondecreasing.

The expected revenue= Z/Bpi(l?)f(l?)dl?

= Z/ [/b bigqi(b:) f (b;)db; — /b [/tt:bi Qi(t)dt] f(bi>dbz‘] f(b_;)db_;

=0
- ;/_1 /bz [bi - I;Z{I;()bz)] qi(bi) fi(bi)db;db_;

= 3 [eoa @b wheren(d) & b — 0

whereA is any allocation anqA(E) is the probability that allocatiod is selected as inplEt



