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1.1 Online experts continued

Consider a sequence of time steéps 1...7, where in each step we choose amengtrategies. During
each round, our online learner chooses a distribytformAfterwards the environment-adversary chooses a
profit P! andlossL! for each strategyyielding the profit and loss vecto?’ and£!. We consider all profit
and loss values normalized in the rarigel].

The agent earngp’, P* — L'). We also define thencomeon each round ag! = P! — L!. T; =
sumi_, T

Theorem 1.1. Given anye € [0, 1], there exists an algorithm for choosipgsuch that

max;ZL; <I-|—5(77—|—£)+ln?m

whereZ, P, L are the expected income, profit and loss.

Let's start by defining:t = Zizl Z7. Our algorithm is to choose a strategy similarly to the algorithm
presented in the last lecture, settimfj ! according toes7i.
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The intuition really comes from the continuous (in time) version of the problem. In the continuous
version

e 1! = cumulative income up to time



e dz! = incremental income at time
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, Where we're integrating over the cur¢eof cumulative income ofn strategies fronf0, 0, ...,0) to
(Z1,Zs, ..., Ipn).
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We now have
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We conclude that ;
max;L; <1+ mm
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The proof for the discrete version of the problem is similar.

Some concluding remarks about this algorithm. We're interested in findigc;. in Y ;" e“ is a
very good approximation since the following holds

m
maz;c; < In E e < mazxio; +Ilnm
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Furthermore, this function is differentiable
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Intuitively, it is some form of steepest decent, going in the direction of the partial derivatives.



1.2 Minimizing regret

We have a decision maker takig actions, choosing a probability distributiphon each round. The loss
is defined ag! € [0, 1]V and the total loss iy = >, >, piil.

So far we were minimizingxternalregret
- t
Ly — min;L;
Minimizing internal regret is

LH - Lmzn(Z - j) = Maxi; Zpll‘/(lf o lﬁ)
t

where(i — j) represents making one global change in the strategy.
Minimizing swapregret is

L —min L7(i — F(i) = > N p(it — )
t )

whereF is a function{1... N} — {1...N}.

1.2.1 Correlated equilibria

Definition 1.1. The empirical distribution oved; is

T
1
plan,..an) = > " pl(an)ph(an) -+ ply (om)
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Definition 1.2. A probability distributionp over a set of actiongl; x Ay x --- x A, is ane-correlated
equilibrium ifVj,VF : A; — A;

Eorp(uj(aj,a—j)) < Eanp(uj(F(aj),a—;)) +€ (1.1)

uj(oy, ..., ) is the loss to playej whenVk, playerk playscay.
(1.1) can be written alternatively as

Z plat,...,ap)uj(al, ..., o) < Z plot,...,on)ui(..., Foy),...)+¢€

(alv---va’n) (a17"'7a’7L)

Theorem 1.2. Consider a game of players, where fofl” times steps, each player plays according to some
strategy with swap regret «.. Then the empirical distribution of joint actions isiacorrelated equilibrium.

Proof. Canceling oufl’, we need to show that
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The left hand side can be written as

Z sz'(aj) Zpt—j(a—j)uj(alv s ’an)

o



