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Supervised RE: summary 

•  Supervised approach can achieve high accuracy 
o  At least, for some relations 
o  If we have lots of hand-labeled training data 

•  But has significant limitations! 
o  Labeling 5,000 relations (+ named entities) is expensive 
o  Doesn’t generalize to different relations 

•  Next: beyond supervised relation extraction 
o  Distantly supervised relation extraction 
o  Unsupervised relation extraction 



Relation extraction: 5 easy methods 

1.  Hand-built patterns 

2.  Bootstrapping methods 

3.  Supervised methods 

4.  Distant supervision 

5.  Unsupervised methods 



Extracting structured knowledge 
Each article can contain hundreds or thousands of items of knowledge 

LLNL EQ Lawrence Livermore National Laboratory  
LLNL LOC-IN California 
Livermore LOC-IN California 
LLNL IS-A scientific research laboratory 
LLNL FOUNDED-BY University of California 
LLNL FOUNDED-IN 1952 

“The Lawrence Livermore National Laboratory (LLNL) 
in Livermore, California is ascientific research 

laboratory founded by the University of California in 
1952.” 



Distant supervision 

•  Hypothesis: If two entities belong to a certain relation, any 
sentence containing those two entities is likely to express 
that relation 

•  Key idea: use a database of relations to get lots of noisy 
training examples 
o  instead of hand-creating seed tuples (bootstrapping) 
o  instead of using hand-labeled corpus (supervised) 

Snow, Jurafsky, Ng. 2005. Learning syntactic patterns for 
automatic hypernym discovery. NIPS 17 
 
Mintz, Bills, Snow, Jurafsky.  2009.  Distant supervision for 
relation extraction without labeled data.  ACL-2009. 



Benefits of distant supervision 

•  Has advantages of supervised approach 
o  leverage rich, reliable hand-created knowledge 
o  relations have canonical names 
o  can use rich features (e.g. syntactic features) 

 
•  Has advantages of unsupervised approach 

o  leverage unlimited amounts of text data 
o  allows for very large number of weak features 
o  not sensitive to training corpus: genre-

independent 



Hypernyms via distant supervision 
We construct a noisy training set consisting of occurrences from our 
corpus that contain a hyponym-hypernym pair from WordNet. 

This yields high-signal examples like: 
“...consider authors like Shakespeare...” 
“Some authors (including Shakespeare)...” 
“Shakespeare was the author of several...” 
“Shakespeare, author of The Tempest...” 

slide adapted from Rion Snow 



Hypernyms via distant supervision 
We construct a noisy training set consisting of occurrences from our corpus 
that contain a hyponym-hypernym pair from WordNet. 

This yields high-signal examples like: 
“...consider authors like Shakespeare...” 
“Some authors (including Shakespeare)...” 
“Shakespeare was the author of several...” 
“Shakespeare, author of The Tempest...” 

But also noisy examples like: 
“The author of Shakespeare in Love...” 
“...authors at the Shakespeare Festival...” 

slide adapted from Rion Snow 



Learning hypernym patterns 

1.  Take corpus sentences 

2.  Collect noun pairs 

3.  Is pair an IS-A in WordNet? 

4.  Parse the sentences 

5.  Extract patterns  

6.  Train classifier on patterns 

slide adapted from Rion Snow 

... doubly heavy hydrogen atom called deuterium ... 

e.g. (atom, deuterium) 
752,311 pairs from 6M sentences of newswire 

14,387 yes; 737,924 no 

69,592 dependency paths with >5 pairs 

logistic regression with 70K features 
(converted to 974,288 bucketed binary features) 

Key idea: work at corpus level (entity pairs), instead of sentence level! 



One of 70,000 patterns 
Pattern: <superordinate> called <subordinate> 
 
Learned from cases such as: 
(sarcoma, cancer)  …an uncommon bone cancer called osteogenic sarcoma and to… 
(deuterium, atom)  …heavy water rich in the doubly heavy hydrogen atom called deuterium. 
 

New pairs discovered:   
(efflorescence, condition)  …and a condition called efflorescence are other reasons for… 
(O’neal_inc, company)   …The company, now called O'Neal Inc., was sole distributor of… 
(hat_creek_outfit, ranch)   …run a small ranch called the Hat Creek Outfit. 
(hiv-1, aids_virus)    …infected by the AIDS virus, called HIV-1. 
(bateau_mouche, attraction)  …local sightseeing attraction called the Bateau Mouche... 



Syntactic dependency paths 

slide adapted from Rion Snow 

Patterns are based on paths through dependency 
parses generated by MINIPAR (Lin, 1998) 

Extract shortest path: 
-N:s:VBE, be, VBE:pred:N 

Example word pair:  (Shakespeare, author) 
Example sentence:  “Shakespeare was the author of several plays...” 

Minipar parse: 



MINIPAR Representation 
 
 
 

-N:pcomp-n:Prep,such_as,such_as,-Prep:mod:N 
 
 
 
 
-N:pcomp-n:Prep,as,as,-Prep:mod:N,(such,PreDet:pre:N)} 

 
 
 
 

(and,U:punc:N),N:conj:N, (other,A:mod:N)     

Hearst patterns to dependency paths 

slide adapted from Rion Snow 

Hearst Pattern 
 

  
 

Y such as X … 
 
 
 

Such Y as X … 
 
 
 
 

X … and other Y 



P/R of hypernym extraction patterns 

14 slide adapted from Rion Snow 



15 slide adapted from Rion Snow 

P/R of hypernym extraction patterns 



16 slide adapted from Rion Snow 

P/R of hypernym extraction patterns 



17 slide adapted from Rion Snow 

P/R of hypernym extraction patterns 



18 slide adapted from Rion Snow 

P/R of hypernym classifier 

logistic regression 
 
 
 
 

10-fold Cross Validation on 
14,000 WordNet-Labeled Pairs 



19 slide adapted from Rion Snow 

P/R of hypernym classifier 

logistic regression 
 
 
 
 

10-fold Cross Validation on 
14,000 WordNet-Labeled Pairs 

F-score 



slide adapted from Rion Snow 

What about other relations? 
Mintz, Bills, Snow, Jurafsky (2009). 
Distant supervision for relation extraction without labeled data. 

102 relations 
940,000 entities 

1.8 million instances 

Training set 

1.8 million articles 
25.7 million sentences 

Corpus 



Frequent Freebase relations 



Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

Training data 



Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 

Training data 
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

(Bill Gates, Harvard) 
Label:  CollegeAttended 
Feature:  X attended Y 



Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

(Larry Page, Google) 
Label:  Founder 
Feature:  Y was founded by X 

(Bill Gates, Harvard) 
Label:  CollegeAttended 
Feature:  X attended Y 



Negative training data 

Larry Page took a swipe at Microsoft... 
...after Harvard invited Larry Page to... 
Google is Bill Gates' worst fear ... 

Corpus text 

(Larry Page, Microsoft) 
Label:  NO_RELATION 
Feature:  X took a swipe at Y 

Training data 

(Bill Gates, Google) 
Label:  NO_RELATION 
Feature:  Y is X's worst fear 

(Larry Page, Harvard) 
Label:  NO_RELATION 
Feature:  Y invited X 

Can’t train a classifier with only positive data! 
Need negative training data too! 
 
Solution? 
Sample 1% of unrelated pairs of entities. 



Preparing test data 

Henry Ford founded Ford Motor Co. in… 
Ford Motor Co. was founded by Henry Ford… 
Steve Jobs attended Reed College from… 

Corpus text 

Test data 



Preparing test data 

Henry Ford founded Ford Motor Co. in… 
Ford Motor Co. was founded by Henry Ford… 
Steve Jobs attended Reed College from… 

Corpus text 
(Henry Ford, Ford Motor Co.) 
Label:  ??? 
Feature:  X founded Y 

Test data 



Preparing test data 

Henry Ford founded Ford Motor Co. in… 
Ford Motor Co. was founded by Henry Ford… 
Steve Jobs attended Reed College from… 

Corpus text 
(Henry Ford, Ford Motor Co.) 
Label:  ??? 
Feature:  X founded Y 
Feature:  Y was founded by X 

Test data 



Preparing test data 

Henry Ford founded Ford Motor Co. in… 
Ford Motor Co. was founded by Henry Ford… 
Steve Jobs attended Reed College from… 

Corpus text 
(Henry Ford, Ford Motor Co.) 
Label:  ??? 
Feature:  X founded Y 
Feature:  Y was founded by X 

Test data 

(Steve Jobs, Reed College) 
Label:  ??? 
Feature:  X attended Y 



Predictions! 

The experiment 

(Steve Jobs, Reed College) 
Label:  ??? 
Feature:  X 
attended Y 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X 
founded Y 
Feature:  X, 
founder of Y 

(Larry Page, Google) 
Label:  Founder 
Feature:  Y was 
founded by X 

(Bill Gates, Harvard) 
Label:

 CollegeAttended Feature:
 X 

attended Y 

(Henry Ford, Ford Motor Co.) 
Label:  ??? 
Feature:  X 
founded Y 
Feature:  Y was 
founded by X 

Test data 

(Larry Page, Microsoft) 
Label:

 NO_RELATION Feature:
 X took a 

swipe at Y 

(Bill Gates, Google) 
Label:

 NO_RELATION Feature:
 Y is X's 

worst fear 

(Larry Page, Harvard) 
Label:

 NO_RELATION Feature:
 Y invited 

X 

Positive training data 

Negative training data 

Learning: 
multiclass 
logistic 
regression 

Trained 
relation 
classifier 

(Henry Ford, Ford Motor Co.) 
Label:  Founder 

(Steve Jobs, Reed College) 
Label:

 
CollegeAttended 



Advantages of the approach 

•  ACE paradigm: labeling sentences 

•  This paradigm: labeling entity pairs 

•  We make use of multiple appearances of entities 
•  If a pair of entities appears in 10 sentences, and 

each sentence has 5 features extracted from it, the 
entity pair will have 50 associated features 



Lexical and syntactic features 

Astronomer Edwin Hubble was born in Marshfield, Missouri. 



High-weight features 



Implementation 
•  Classifier: multi-class logistic regression optimized using 

L-BFGS with Gaussian regularization (Manning & Klein 2003) 
 
•  Parser: MINIPAR (Lin 1998) 

 
•  POS tagger: MaxEnt tagger trained on the Penn Treebank 

(Toutanova et al. 2003) 
 
•  NER tagger: Stanford four-class tagger {PER, LOC, ORG, 

MISC, NONE} (Finkel et al. 2005) 
 
•  3 configurations: lexical features, syntax features, both 



Experimental set-up 

•  1.8 million relation instances used for training 
o  Compared to 17,000 relation instances in ACE 

 
•  800,000 Wikipedia articles used for training, 

400,000 different articles used for testing 
 
•  Only extract relation instances not already in 

Freebase 



Newly discovered instances 

Ten relation instances extracted by the system that weren’t in Freebase 



Human evaluation 
Precision, using Mechanical Turk labelers: 

•  At recall of 100 instances, using both feature sets (lexical and syntax) 
offers the best performance for a majority of the relations 

•  At recall of 1000 instances, using syntax features improves 
performance for a majority of the relations 



Knowledge-‐Based	  Weak	  Supervision	  
for	  Informa9on	  Extrac9on	  of	  

Overlapping	  Rela9ons	  

Raphael	  Hoffmann,	  Congle	  Zhang,	  	  
Xiao	  Ling,	  Luke	  ZeHlemoyer,	  Daniel	  S.	  Weld	  

	  
University	  of	  Washington	  

	  
06/20/11	  
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Previous	  Work:	  Aggregate	  Extrac9on	  
1 2 

2 

1 

2 1 

2 

1 

2 1 

Steve	  Jobs	  presents	  Apple’s	  HQ.	  
Apple	  CEO	  Steve	  Jobs	  …	  
Steve	  Jobs	  holds	  Apple	  stock.	  
Steve	  Jobs,	  CEO	  of	  Apple,	  …	  
Google’s	  takeover	  of	  Youtube	  …	  
Youtube,	  now	  part	  of	  Google,	  …	  
Apple	  and	  IBM	  are	  public.	  
…	  Microso]’s	  purchase	  of	  Skype.	  

	  
CEO-‐of(1,2)	  
	  
N/A(1,2)	  
	  
Acquired(1,2)	  
?(1,2)	  
Acquired(1,2)	  

CEO-‐of(Rob	  Iger,	  Disney)	  
CEO-‐of(Steve	  Jobs,	  Apple)	  
Acquired(Google,	  Youtube)	  
Acquired(Ms],	  Skype)	  
Acquired(Ci9group,	  EMI)	  

E	  

E	  

E	  

E	  

E	  

e.g. [Mintz et al. 2010] 
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1 2 
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This	  Talk:	  Sentence-‐level	  Reasoning	  
1 2 

2 

1 

2 1 

2 

1 

2 1 

Steve	  Jobs	  presents	  Apple’s	  HQ.	  
Apple	  CEO	  Steve	  Jobs	  …	  
Steve	  Jobs	  holds	  Apple	  stock.	  
Steve	  Jobs,	  CEO	  of	  Apple,	  …	  
Google’s	  takeover	  of	  Youtube	  …	  
Youtube,	  now	  part	  of	  Google,	  …	  
Apple	  and	  IBM	  are	  public.	  
…	  Microso]’s	  purchase	  of	  Skype.	  

E	  

E	  

E	  

E	  

E	  

E	  

E	  

E	  

?(1,2)	  
?(1,2)	  
?(1,2)	  
?(1,2)	  
?(1,2)	  
?(1,2)	  
?(1,2)	  
?(1,2)	  

∨

CEO-‐of(Rob	  Iger,	  Disney)	  
CEO-‐of(Steve	  Jobs,	  Apple)	  
Acquired(Google,	  Youtube)	  
Acquired(Ms],	  Skype)	  
Acquired(Ci9group,	  EMI)	  

Train	  so	  that	  
extracted	  
facts	  match	  
facts	  in	  DB	  



Model	  

founder	   founder	   CEO-‐of	  

0	   1	   0	   0	   ...	  

...	  

Steve	  Jobs	  was	  founder	  	  
of	  Apple.	  

Steve	  Jobs,	  Steve	  Wozniak	  and	  
Ronald	  Wayne	  founded	  Apple.	  

Steve	  Jobs	  is	  CEO	  of	  	  
Apple.	  

...	  

{bornIn,…} {bornIn,…} {bornIn,…} 

{0, 1} {0, 1} {0, 1} {0, 1} 

Z1 Z2 Z3 

All	  features	  at	  
sentence-‐level	  

	  
(join	  factors	  are	  

determinis9c	  ORs)	  

founder	   founder	   CEO-‐of	  

0	   1	   0	   0	  

Y bornIn Y founder Y locatedIn Y capitalOf 

Steve Jobs, Apple: 



Inference	  
Need:	  
•  Most	  likely	  sentence	  labels:	  

•  Most	  likely	  sentence	  labels	  given	  facts:	  

Challenging 

?	   ?	   ?	  

?	   ?	   ?	   ?	   ...	  

...	  
Z1 Z2 Z3 

Y bornIn Y founder Y locatedIn Y capitalOf 

Easy 

?	   ?	   ?	  

0	   1	   0	   1	   ...	  

...	  
Z1 Z2 Z3 

Y bornIn Y founder Y locatedIn Y capitalOf 



Learning:	  Hidden-‐Variable	  Perceptron	  
passes	  over	  
dataset	  

for	  each	  
en9ty	  pair	  i	  

most	  likely	  sentence	  
labels	  

and	  inferred	  facts	  	  	  
(ignoring	  DB	  facts)	  

most	  likely	  
sentence	  labels	  given	  

DB	  facts	  

Inputs:
(1) ⇤, a set of sentences,
(2) E, a set of entities mentioned in the sentences,
(3) R, a set of relation names, and
(4) �, a database of atomic facts of the form
r(e1, e2) for r ⇤ R and ei ⇤ E.

Definitions:
We define the training set {(xi,yi)|i = 1 . . . n},
where i is an index corresponding to a particu-
lar entity pair (ej , ek) in �, xi contains all of
the sentences in ⇤ with mentions of this pair, and
yi = relVector(ej , ek).

Computation:
initialize parameter vector � ⇥ 0
for t = 1...T do

for i = 1...n do
(y0, z0) ⇥ argmax

y,z p(y, z|xi

; �)
if y0 ⌅= y

i

then
z⇤ ⇥ argmax

z

p(z|x
i

,y
i

; �)
� ⇥ �+ ⇥(x

i

, z⇤)� ⇥(x
i

, z0)
end if

end for
end for
Return ⇥

Figure 2: The MULTIR Learning Algorithm

only the deterministic OR nodes. Perhaps surpris-
ing, we are still able to improve performance at both
the sentential and aggregate extraction tasks.

4 Learning

We now present a multi-instance learning algo-
rithm for our weak-supervision model that treats the
sentence-level extraction random variables Zi as la-
tent, and uses facts from a database (e.g., Freebase)
as supervision for the aggregate-level variables Y r.

As input we have (1) ⇤, a set of sentences, (2)
E, a set of entities mentioned in the sentences, (3)
R, a set of relation names, and (4) �, a database
of atomic facts of the form r(e1, e2) for r ⇤ R and
ei ⇤ E. Since we are using weak learning, the Y r

variables in Y are not directly observed, but can be
approximated from the database �. We use a proce-
dure, relVector(e1, e2) to return a bit vector whose
jth bit is one if rj(e1, e2) ⇤ �. The vector does not
have a bit for the special none relation; if there is no
relation between the two entities, all bits are zero.

Finally, we can now define the training set to be
pairs {(xi,yi)|i = 1 . . . n}, where i is an index
corresponding to a particular entity pair (ej , ek), xi

contains all of the sentences with mentions of this
pair, and yi = relVector(ej , ek).

Given this form of supervision, we would like to
find the setting for � with the highest likelihood:

O(�) =
⇤

i

p(yi|xi; �) =
⇤

i

⇥

z

p(yi, z|xi; �)

However, this objective would be difficult to op-
timize exactly, and algorithms for doing so would
be unlikely to scale to data sets of the size we con-
sider. Instead, we make two approximations, de-
scribed below, leading to a Perceptron-style addi-
tive (Collins, 2002) parameter update scheme which
has been modified to reason about hidden variables,
similar in style to the approaches of (Liang et al.,
2006; Zettlemoyer and Collins, 2007), but adapted
for our specific model. This approximate algorithm
is computationally efficient and, as we will see,
works well in practice.

Our first modification is to do online learning
instead of optimizing the full objective. Define the
feature sums ⇥(x, z) =

�
j ⇥(xj , zj) which range

over the sentences, as indexed by j. Now, we can
define an update based on the gradient of the local
log likelihood for example i:

⇤ logOi(�)
⇤�j

= Ep(z|xi,yi;�)[⇥j(xi, z)]

�Ep(y,z|xi;�)[⇥j(xi, z)]

where the deterministic OR ⌅join factors ensure that
the first expectation assigns positive probability only
to assignments that produce the labeled facts yi but
that the second considers all valid sets of extractions.

Of course, these expectations themselves, espe-
cially the second one, would be difficult to com-
pute exactly. Our second modification is to do
a Viterbi approximation, by replacing the expecta-
tions with maximizations. Specifically, we compute
the most likely sentence extractions for the label
facts argmax

z

p(z|xi,yi; �) and the most likely ex-
traction for the input, without regard to the labels,
argmax

y,z p(y, z|xi; �). We then compute the fea-
tures for these assignments and do a simple additive
update. The final algorithm is detailed in Figure 2.



Experimental	  Setup	  

•  Data	  as	  in	  Riedel	  et	  al.	  10:	  
– LDC	  NYT	  corpus,	  2005-‐06	  (training),	  2007	  (tes9ng)	  
– Data	  first	  tagged	  with	  Stanford	  NER	  system	  
– En99es	  matched	  to	  Freebase,	  ~	  top	  50	  rela9ons	  
– Men9on-‐level	  features	  as	  in	  Mintz	  et	  al.	  09	  

•  Systems:	  
– Mul9R:	  proposed	  approach	  
– SoloR:	  re-‐implementa9on	  of	  Riedel	  et	  al.	  2010	  



Aggregate	  Extrac9on	  

How	  does	  set	  of	  predicted	  facts	  match	  to	  facts	  in	  
Freebase?	  
	  
Metric	  
•  For	  each	  en9ty	  pair	  compare	  inferred	  facts	  to	  
facts	  in	  Freebase	  

•  Automated,	  but	  underes9mates	  precision	  



Aggregate	  Extrac9on	  
MultiR:  proposed approach 

SoloR:  re-implementation of 
             Riedel et al. 2010 

Riedel et al. 2010 (paper) 

Dip:	  manual	  check	  finds	  that	  23	  out	  
of	  the	  top	  25	  extrac9ons	  were	  true	  

facts,	  missing	  from	  Freebase	  



Senten9al	  Extrac9on	  

How	  accurate	  is	  extrac9on	  from	  a	  given	  
sentence?	  

Metric	  
•  Sample	  1000	  sentences	  from	  test	  set	  
•  Manual	  evalua9on	  of	  precision	  and	  recall	  



Senten9al	  Extrac9on	  









      















Figure 5: Sentential extraction precision / recall curves
for MULTIR and SOLOR.

fidence extractions produced by MULTIR that were
marked wrong. We found that all ten were true facts
that were simply missing from Freebase. A manual
evaluation, as we perform next for sentential extrac-
tion, would remove this dip.

7.2 Sentential Extraction
Although their model includes variables to model
sentential extraction, Riedel et al. (2010) did not re-
port sentence level performance. To generate the
precision / recall curve we used the joint model as-
signment score for each of the sentences that con-
tributed to the aggregate extraction decision.

Figure 4 shows approximate precision / recall
curves for MULTIR and SOLOR computed against
manually generated sentence labels, as defined in
Section 6.3. MULTIR achieves significantly higher
recall with a consistently high level of precision. At
the highest recall point, MULTIR reaches 72.4% pre-
cision and 51.9% recall, for an F1 score of 60.5%.

7.3 Relation-Specific Performance
Since the data contains an unbalanced number of in-
stances of each relation, we also report precision and
recall for each of the ten most frequent relations. Let
SM
r be the sentences where MULTIR extracted an

instance of relation r � R, and let SF
r be the sen-

tences that match the arguments of a fact about re-
lation r in �. For each r, we sample 100 sentences
from both SM

r and SF
r and manually check accu-

racy. To estimate precision P̃r we compute the ratio
of true relation mentions in SM

r , and to estimate re-
call R̃r we take the ratio of true relation mentions in

SF
r which are returned by our system.
Table 1 presents this approximate precision and

recall for MULTIR on each of the relations, along
with statistics we computed to measure the qual-
ity of the weak supervision. Precision is high for
the majority of relations but recall is consistently
lower. We also see that the Freebase matches are
highly skewed in quantity and can be low quality for
some relations, with very few of them actually cor-
responding to true extractions. The approach gener-
ally performs best on the relations with a sufficiently
large number of true matches, in many cases even
achieving precision that outperforms the accuracy of
the heuristic matches, at reasonable recall levels.

7.4 Overlapping Relations
Table 1 also highlights some of the effects of learn-
ing with overlapping relations. For example, in the
data, almost all of the matches for the administra-
tive divisions relation overlap with the contains re-
lation, because they both model relationships for a
pair of locations. Since, in general, sentences are
much more likely to describe a contains relation, this
overlap leads to a situation were almost none of the
administrate division matches are true ones, and we
cannot accurately learn an extractor. However, we
can still learn to accurately extract the contains rela-
tion, despite the distracting matches. Similarly, the
place of birth and place of death relations tend to
overlap, since it is often the case that people are born
and die in the same city. In both cases, the precision
outperforms the labeling accuracy and the recall is
relatively high.

To measure the impact of modeling overlapping
relations, we also evaluated a simple, restricted
baseline. Instead of labeling each entity pair with
the set of all true Freebase facts, we created a dataset
where each true relation was used to create a dif-
ferent training example. Training MULTIR on this
data simulates effects of conflicting supervision that
can come from not modeling overlaps. On average
across relations, precision increases 12 points but re-
call drops 26 points, for an overall reduction in F1
score from 60.5% to 40.3%.

7.5 Running Time
One final advantage of our model is the mod-
est running time. Our implementation of the



Rela9on-‐specific	  Performance	  

What	  is	  the	  quality	  of	  the	  matches	  for	  different	  
rela9ons?	  
How	  does	  our	  approach	  perform	  for	  different	  
rela9ons?	  
Metric:	  
•  Select	  10	  rela9ons	  with	  highest	  #matches	  
•  Sample	  100	  sentences	  for	  each	  rela9on	  	  
•  Manually	  evaluate	  precision	  and	  recall	  



Quality	  of	  the	  Matching	  

Rela/on	  
Freebase	  Matches	   Mul/R	  

#sents	   %	  true	   precision	   recall	  

/business/person/company	   302	   89.0	   100.0	   25.8	  

/people/person/place_lived	   450	   60.0	   80.0	   6.7	  

/loca9on/loca9on/contains	   2793	   51.0	   100.0	   56.0	  

/business/company/founders	   95	   48.4	   71.4	   10.9	  

/people/person/na9onality	   723	   41.0	   85.7	   15.0	  

/loca9on/neighborhood/neighborhood_of	   68	   39.7	   100.0	   11.1	  

/people/person/children	   30	   80.0	   100.0	   8.3	  

/people/deceased_person/place_of_death	   68	   22.1	   100.0	   20.0	  

/people/person/place_of_birth	   162	   12.0	   100.0	   33.0	  

/loca9on/country/administra9ve_divisions	   424	   0.2	   N/A	   0.0	  



Quality	  of	  the	  Matching	  

Rela/on	  
Freebase	  Matches	   Mul/R	  

#sents	   %	  true	   precision	   recall	  

/business/person/company	   302	   89.0	   100.0	   25.8	  

/people/person/place_lived	   450	   60.0	   80.0	   6.7	  

/loca9on/loca9on/contains	   2793	   51.0	   100.0	   56.0	  

/business/company/founders	   95	   48.4	   71.4	   10.9	  

/people/person/na9onality	   723	   41.0	   85.7	   15.0	  

/loca9on/neighborhood/neighborhood_of	   68	   39.7	   100.0	   11.1	  

/people/person/children	   30	   80.0	   100.0	   8.3	  

/people/deceased_person/place_of_death	   68	   22.1	   100.0	   20.0	  

/people/person/place_of_birth	   162	   12.0	   100.0	   33.0	  

/loca9on/country/administra9ve_divisions	   424	   0.2	   N/A	   0.0	  



Performance	  of	  Mul9R	  

Rela/on	  
Freebase	  Matches	   Mul/R	  

#sents	   %	  true	   precision	   recall	  

/business/person/company	   302	   89.0	   100.0	   25.8	  

/people/person/place_lived	   450	   60.0	   80.0	   6.7	  

/loca9on/loca9on/contains	   2793	   51.0	   100.0	   56.0	  

/business/company/founders	   95	   48.4	   71.4	   10.9	  

/people/person/na9onality	   723	   41.0	   85.7	   15.0	  

/loca9on/neighborhood/neighborhood_of	   68	   39.7	   100.0	   11.1	  

/people/person/children	   30	   80.0	   100.0	   8.3	  

/people/deceased_person/place_of_death	   68	   22.1	   100.0	   20.0	  

/people/person/place_of_birth	   162	   12.0	   100.0	   33.0	  

/loca9on/country/administra9ve_divisions	   424	   0.2	   N/A	   0.0	  



Overlapping	  Rela9ons	  

Rela/on	  
Freebase	  Matches	   Mul/R	  

#sents	   %	  true	   precision	   recall	  

/business/person/company	   302	   89.0	   100.0	   25.8	  

/people/person/place_lived	   450	   60.0	   80.0	   6.7	  

/loca9on/loca9on/contains	   2793	   51.0	   100.0	   56.0	  

/business/company/founders	   95	   48.4	   71.4	   10.9	  

/people/person/na9onality	   723	   41.0	   85.7	   15.0	  

/loca9on/neighborhood/neighborhood_of	   68	   39.7	   100.0	   11.1	  

/people/person/children	   30	   80.0	   100.0	   8.3	  

/people/deceased_person/place_of_death	   68	   22.1	   100.0	   20.0	  

/people/person/place_of_birth	   162	   12.0	   100.0	   33.0	  

/loca9on/country/administra9ve_divisions	   424	   0.2	   N/A	   0.0	  



Running	  Time	  

•  Mul9R	  
– Training: 	  1	  minute	  
– Tes9ng: 	  1	  second	  

•  SoloR	  
– Training: 	  6	  hours	  
– Tes9ng: 	  4	  hours	  

Joint	  reasoning	  across	  
sentences	  is	  

computa9onally	  expensive	  

Sentence-‐level	  
extrac9ons	  are	  efficient	  



Distant supervision: conclusions 

•  Distant supervision extracts high-precision patterns 
for a variety of relations 

•  Can make use of 1000x more data than simple 
supervised algorithms 

•  Syntax features almost always help 
•  The combination of syntax and lexical features is 

sometimes even better 
•  Syntax features are probably most useful when 

entities are far apart, often when there are modifiers 
in between 



Relation extraction: 5 easy methods 

1.  Hand-built patterns 

2.  Bootstrapping methods 

3.  Supervised methods 

4.  Distant supervision 

5.  Unsupervised methods 



DIRT (Lin & Pantel 2003) 

•  DIRT = Discovery of Inference Rules from Text 
 
•  Looks at MINIPAR dependency paths between noun pairs 

o  N:subj:V←find→V:obj:N→solution→N:to:N 
o  i.e., X finds solution to Y 

 
•  Applies ”extended distributional hypothesis” 

o  If two paths tend to occur in similar contexts, the meanings of the 
paths tend to be similar. 

 
•  So, defines path similarity in terms of cooccurrence counts with 

various slot fillers 
 
•  Thus, extends ideas of (Lin 1998) from words to paths 



DIRT examples 
The top-20 most similar paths to “X solves Y”: 

Y is solved by X 
X resolves Y 
X finds a solution to Y 
X tries to solve Y 
X deals with Y 
Y is resolved by X 
X addresses Y 
X seeks a solution to Y 
X do something about Y 
X solution to Y 

Y is resolved in X 
Y is solved through X 
X rectifies Y 
X copes with Y 
X overcomes Y 
X eases Y 
X tackles Y 
X alleviates Y 
X corrects Y 
X is a solution to Y 



Ambiguous paths in DIRT 

•  X addresses Y 
o  I addressed my letter to him personally. 
o  She addressed an audience of Shawnee chiefs. 
o  Will Congress finally address the immigration issue? 

 
•  X tackles Y 

o  Foley tackled the quarterback in the endzone. 
o  Police are beginning to tackle rising crime. 

 
•  X is a solution to Y 

o  (5, 1) is a solution to the equation 2x – 3y = 7 
o  Nuclear energy is a solution to the energy crisis. 



TextRunner (Banko et al. 2007) 

1.  Self-supervised learner: automatically labels +/– 
examples & learns a crude relation extractor 

 
2.  Single-pass extractor: makes one pass over corpus, 

extracting candidate relations in each sentence 
 

3.  Redundancy-based assessor: assigns a probability 
to each extraction, based on frequency counts 



Step 1: Self-supervised learner 

•  Run a parser over 2000 sentences 
o  Parsing is relatively expensive, so can’t run on whole web 
o  For each pair of base noun phrases NPi and NPj 

o  Extract all tuples t = (NPi, relationi,j , NPj) 
 
•  Label each tuple based on features of parse: 

o  Positive iff the dependency path between the NPs is short, and 
doesn’t cross a clause boundary, and neither NP is a pronoun 

 
•  Now train a Naïve Bayes classifier on the labeled tuples 

o  Using lightweight features like POS tags nearby, stop words, etc. 



Step 2: Single-pass extractor 
•  Over a huge (web-sized) corpus: 

•  Run a dumb POS tagger 
•  Run a dumb Base Noun Phrase chunker 
•  Extract all text strings between base NPs 
•  Run heuristic rules to simplify text strings 

Scientists from many universities are intently studying stars 
→ 〈scientists, are studying, stars〉 

 

•  Pass candidate tuples to Naïve Bayes classifier 
 
•  Save only those predicted to be “trustworthy” 



Step 3: Redundancy-based assessor 

•  Collect counts for each simplified tuple 
〈scientists, are studying, stars〉 → 17 

 
•  Compute likelihood of each tuple 

o  given the counts for each relation 
o  and the number of sentences 
o  and a combinatoric balls-and-urns model [Downey et al. 05] 



TextRunner demo 

http://www.cs.washington.edu/research/textrunner/ 
 

(Note that they’ve re-branded TextRunner as ReVerb, 
but it’s largely the same system.) 



TextRunner examples 

slide from Oren Etzioni 



TextRunner results 
•  From corpus of 9M web pages, containing 133M 

sentences 
•  Extracted 60.5 million tuples 

§  〈FCI, specializes in, software development〉 

•  Evaluation 
o  Not well formed: 

§  〈demands, of securing, border〉 〈29, dropped, 
instruments〉 

o  Abstract: 
§  〈Einstein, derived, theory〉 〈executive, hired by, 

company〉 
o  True, concrete: 

§  〈Tesla, invented, coil transformer〉 



Evaluating 
TextRunner 



Yao et al. 2012: motivation 

• Goal: induce clusters of dependency paths 
which express the same semantic relation, 
like DIRT 

 
• But, improve upon DIRT by properly handling 

semantic ambiguity of individual paths 



Yao et al. 2012: approach 

1.  Extract tuples (entity, path, entity) from corpus 

2.  Construct feature representations of every tuple 

3.  Group the tuples for each path into sense clusters 

4.  Cluster the sense clusters into semantic relations 



Extracting tuples 

•  Start with NYT corpus 
 
•  Apply lemmatization, NER tagging, dependency parsing 

 
•  For each pair of entities in a sentence: 

o  Extract dependency path between them, as in Lin 
o  Form a tuple consisting of the two entities and the path 

 
•  Filter rare tuples, tuples with two direct objects, etc. 

 
•  Result: 1M tuples, 500K entities, 1300 patterns 



Feature representation 
•  Entity names, as bags of words, prefixed with "l:" or "r:" 

o  ex: ("LA Lakers", "NY Knicks") => {l:LA, l:Lakers, r:NY, r:Knicks} 
o  Using bag-of-words encourages overlap, i.e., combats sparsity 

 
•  Words between and around the two entities 

o  Exclude stop words, words with capital letters 
o  Include two words to the left and right 

 
•  Document theme (e.g. sports, politics, finance) 

o  Assigned by an LDA topic model which treats NYTimes topic 
descriptors as words in a synthetic document 

 
•  Sentence theme 

o  Assigned by a standard LDA topic model 



Clustering tuples into senses 

•  Goal: group tuples for each path into coherent sense 
clusters 

•  Currently exploring multiple different approaches: 
•  LDA-like topic models 
•  Matrix factorization approaches 

•  Result: each tuple is assigned one topic/sense 
•  Tuples with the same topic/sense constitute a cluster 



Sense cluster examples 

Sense clusters for path “A play B”, 
along with sample entity pairs and top features. 



Clustering the clusters! 
•  Now cluster sense clusters from different paths into 

semantic relations — this is the part most similar to 
Lin & Pantel 2003 

•  Use Hierarchical Agglomerative Clustering (HAC) 
•  Start with minimal clustering, then merge 

progressively 
•  Uses cosine similarity between sense-cluster feature 

vectors 
•  Uses complete-linkage strategy 



Semantic relation results 

Just like DIRT, each semantic relation has multiple paths. 

But, one path can now appear in multiple semantic relations. 

DIRT can’t do that! 



Evaluation against Freebase 

Automatic evaluation against Freebase 
HAC = hierarchical agglomerative clustering alone 
(i.e. no sense disambiguation — most similar to DIRT) 
Sense clustering adds 17% to precision! 


